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ABSTRACT

Searching for unfamiliar American Sign Language (ASL) signs is
challenging for learners because, unlike spoken languages, they can-
not type a text-based query to look up an unfamiliar sign. Advances
in isolated sign recognition have enabled the creation of video-based
dictionaries, allowing users to submit a video and receive a list of
the closest matching signs. Previous HCI research using Wizard-of-
Oz prototypes has explored interface designs for ASL dictionaries.
Building on these studies, we incorporate their design recommenda-
tions and leverage state-of-the-art sign-recognition technology to
develop an automated video-based dictionary. We also present find-
ings from an observational study with twelve novice ASL learners
who used this dictionary during video-comprehension and question-
answering tasks. Our results address human-Al interaction chal-
lenges not covered in previous WoZ research, including recording
and resubmitting signs, unpredictable outputs, system latency, and
privacy concerns. These insights offer guidance for designing and
deploying video-based ASL dictionary systems.
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1 INTRODUCTION

Learning ASL benefits both Deaf and hard of hearing (DHH) in-
dividuals, as well as hearing people, by fostering interaction and
promoting societal inclusion [52]. Various groups, including par-
ents, relatives, and caregivers of DHH people, as well as researchers
working with DHH people, are motivated to learn sign language
[28, 56, 63]. There is also a significant demand for basic ASL commu-
nication skills in roles that require interactions with DHH people
(e.g., healthcare providers, receptionists, and other employment con-
texts involving public interaction) [46, 54, 60]. This overall growing
interest in learning ASL is evidenced by an increasing number of
students currently enrolled in ASL courses at educational institu-
tions across the U.S. [24, 26].
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Dictionaries are essential tools for ASL learning and play a cru-
cial role in enhancing the employability of individuals who use
ASL in professional contexts that require regular interactions with
DHH people. Traditional online ASL dictionaries use feature-based
approaches, where users search and filter signs by linguistic prop-
erties like handshape, movement, and location [41]. This approach
allows users to input only the features they recall, offers minimal
latency, and avoids video data storage, reducing privacy concerns.
However, it can be difficult for novice learners who may struggle to
recall and input linguistic features [5, 11, 13, 35]. Identifying sign
boundaries and decomposing signs from memory is challenging,
leading many learners to abandon searches quickly [11, 34].

Recent advancements in sign recognition technology have signif-
icantly improved the accuracy of isolated sign recognition models
[15, 16, 51, 53]. These models can potentially support the design
of more functional video-based ASL dictionaries, capable of tak-
ing a video input of a sign performance and producing a list of
matching signs. Sign language recognition approaches have also
become more privacy-preserving, as there is no need to store raw
videos recorded from users to provide matching signs [29, 55]. Ad-
ditionally, significant progress has been made in other Al-powered
systems that can provide users with feedback on the quality of
their video submissions, except for the quality of the actual sign
performance [36, 50]. These advancements could enable the design
of an accurate, privacy-preserving, low-latency ASL dictionary that
can be effectively used by ASL learners in an educational context.

As isolated sign recognition has improved, HCI researchers have
started examining ASL dictionary design and ASL learners’ interac-
tion with Wizard-of-Oz (WoZ) prototypes. Given the imperfections
in sign recognition, ASL learners still have to sift through extensive
results, making efficient navigation essential. Therefore, prior WoZ
studies have focused on search result composition and presentation
[2, 30, 31, 33]. Despite these challenges, one of these studies showed
that ASL learners prefer video-based dictionaries over feature-based
ones like the Handspeak Reverse Dictionary [33].

While WoZ studies provide insights into design choices and
querying approaches, they leave key questions unanswered for real-
world deployment. These studies typically use isolated video stimuli,
asking users to record signs immediately [34] or segment clips from
provided videos [33]. They do not account for users reattempting
signs from memory, making recording errors, or refining inputs to
improve search results. They also overlook post-query steps, such



as acceptable latency after submission. The WoZ prototypes used
in prior research were agnostic to input, merely simulating the
recognition model’s performance with pre-curated results [2, 34].
As a result, users’ navigation of imperfect outputs, including cases
where the desired result is absent, could not be observed.

A recent study introduced a video-based ASL dictionary using a
recent sign recognition model and reported preliminary findings
from interviews with four ASL learners [6]. Building on this, we
developed an improved ASL dictionary prototype with enhanced
feedback on video submissions, latency and confidence displays,
and improved privacy features (summarized in Section 3.2).

The contributions [65] of our work are twofold:

(1) We present a fully automated ASL dictionary prototype
using state-of-the-art sign recognition, privacy-preserving
video handling, and video quality feedback. It integrates
prior HCI research on system status, confidence levels, and
result navigation. The prototype is open-sourced!.

(2) We present findings from an analysis of observational data
and interviews conducted with 12 ASL learners. Our anal-
ysis highlights the benefits and usage patterns of our tool
during a video comprehension task and uncovers challenges
specific to a fully functional dictionary. Additionally, the
findings offer feedback on our prototype, focusing on novel
features.

2 BACKGROUND AND RELATED WORK

2.1 Sign Language Dictionaries

An open-ended survey with ASL learners regarding their use of
ASL dictionaries highlighted the need for a user-friendly and reli-
able web-based tool for ASL sign lookup, revealing that existing
resources for finding the English translation of ASL words were
rarely used [11]. Current ASL dictionaries employ various input
modalities for sign language lookup, which can be broadly cate-
gorized into two categories: search-by-feature (feature-based) and
search-by-video (video-based).

Several search-by-feature ASL dictionaries are commercially avail-
able [41, 58] or have been proposed by researchers [14, 25, 47]. As
mentioned in the introduction, these dictionaries let users filter
signs based on one or more linguistic features. Unlike video-based
dictionaries, they do not require video submissions, eliminating
privacy concerns and latency issues. However, these dictionaries
demand that novice learners decompose the sign they encountered
into linguistic features of ASL, often using standard formats like
Stokoe notation [45]. This process can be difficult for novice learn-
ers, as they may struggle to recall and break down a sign into its
components. Unlike written languages, which allow for spelling
approximations, ASL’s visual nature makes this approach ineffec-
tive, requiring learners to input the correct features to look up
signs. Research shows that ASL learners rarely use feature-based
dictionaries for looking up unfamiliar signs [11].

Recent advances in sign recognition technology [15, 16, 23, 38,
51, 53, 67] and the availability of large-scale publicly accessible
datasets, such as ASL Citizen [20]?, ASLLVD [48]°, and PopSign

!https://github.com/matyasbohacek/sign-language-dictionary
https://www.microsoft.com/en-us/research/project/asl-citizen/datasheet/
3http://dai.cs.rutgers.edu/dai/s/signbank
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[59]%, have facilitated the development of search-by-video ASL dic-
tionaries, allowing users to submit video samples without selecting
specific linguistic features. These dictionaries are particularly use-
ful when a user has a video of the unknown sign or can easily
recall its performance from memory. However, challenges remain,
as recognizing 3D signs from 2D videos is still difficult, and factors
like poor video quality or background noise further hinder recogni-
tion accuracy. One study found that the correct sign appeared in
the top 20 search results up to 67% of the time for a limited set of
signs [5], indicating that users may need to browse through results
or re-record their videos to find the correct sign. While the qual-
ity of these models has improved [7], they are not yet perfected,
and challenges related to HAI—such as recording a high-quality
video—persist. In our work, we present design solutions to address
these challenges using Al techniques, and we seek user feedback
on these features through our observational study.

2.2 HCI Research on ASL Dictionaries

HCI researchers have explored various aspects of ASL dictionaries,
such as the design of the search results page, navigation through
results, and the ease of narrowing down searches [34, 44]. Notable
findings include providing significant linguistic information in re-
sults, using video results, offering post-query refinement options,
and conveying recognition performance confidence [6, 34]. A recent
prior work on video-based dictionaries compared different query-
ing approaches for ASL dictionaries [34] and found that methods
combining search-by-video with search-by-feature as a post-query
refinement step yield the highest user satisfaction. We incorpo-
rate these design recommendations into our video-based dictionary
prototype described in more detail in Section 3.2.

Researchers have also explored how the presentation and accu-
racy of search results impact user satisfaction [2, 30, 31], and have
proposed metrics to evaluate sign recognition performance. These
metrics extend traditional search metrics, like Discounted Cumu-
lative Gain (DCG) from information retrieval literature, adapting
them to the search-by-video context in ASL dictionaries. Notably,
one metric combines the placement of the desired result with the
precision of other results to provide a more comprehensive evalua-
tion of model performance. In describing our prototype, we assess
its performance using one of the metrics proposed in prior research
[31]. We also report additional performance metrics relevant to
a functional video-based dictionary, such as performance across
various linguistic types of signs (Section 3.1.3) and the impact of
varying video submission quality (Section 3.1.3).

Prior HCI research has revealed the benefits of video-based dictio-
naries [33], but their experimental conditions lacked full ecological
validity. Users typically performed isolated signs in front of a web-
cam immediately after viewing them. In real-life scenarios, an ASL
learner might use such a dictionary to look up an unfamiliar sign
during a course assignment, after watching a video, or following a
signed conversation. These situations make it significantly more
challenging for novice learners, as they must isolate a sign from its
context (either from memory or a video) and attempt to replicate it,

*https://signdata.cc.gatech.edu/view/datasets/popsign_v1_0/index.html
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Figure 1: Performance of our sign language recognition model for signs grouped by movement (a), number of hands (b), and
location (c). For each feature, top-1 and top-7 accuracies on ASL Citizen are reported. ASL Citizen top-1 accuracy is shown in
vivid green m, while top-7 appears in vivid green with half opacity

which can result in more unpredictable model performance. Our ob-
servational study used a fully functional ASL dictionary prototype
to explore these challenges in a class exercise usage context.

2.3 Human-Al Interaction with Video Systems

Matching a user’s video to a database is imperfect, often requiring
users to browse multiple results. Effective presentation is crucial,
as users may struggle to find the correct match. While “search-by-
performance” removes the need for text queries or sample videos,
it still relies on accurate recall from memory. These challenges
highlight the need for providing users feedback on their video queries
and conveying confidence in the results. Though underexplored in
search-by-video dictionaries, insights from HAI and information
retrieval, such as “search-by-image” or text-based search, may help.

Researchers have explored methods for providing users with
feedback on query quality. Systems automatically assess factors
like lighting and framing, prompting users to resubmit if thresholds
are not met [17, 22]. Al-based systems, such as ID verification and
facial recognition, offer near-real-time feedback to help users refine
inputs [66]. Studies also examine user behavior in improving Al per-
formance [18], willingness to invest effort when systems respond
[19], and how users assume responsibility for errors [43, 57]. These
insights guided our feedback modules (Section 3.1.4) and our study
on user behavior in refining video submissions (Section 5.3).

Providing confidence levels for Al predictions improves trust
and decision-making [3], helping users decide whether to revise a
query or sift through results. Studies show users engage more with
systems that offer transparent feedback and respond to adjustments.
HAI guidelines recommend graded confidence indicators rather
than numerical (e.g., 86%) or binary (e.g., “yes/no”) formats and
suggest contextualizing confidence with explanations [62]. Google’s
People + Al Research guidelines advise presenting confidence in
an interpretable way and offering recourse when confidence is low
[27]. Our prototype ranks results by relevance, includes confidence
labels and explanations (Section 3.2), and examines participant
interactions with these indicators (Section 5.4).

2.4 Research Questions

Our observational study aims to understand how novice learners
use a fully functional video-based ASL dictionary prototype dur-
ing a video comprehension and question-answering task. We also
seek feedback for further improvements. We have two research
questions:

RQ1. How did ASL learners use a functional video-based ASL
dictionary prototype to perform sign searches while an-
swering comprehension questions about ASL videos?

RQ2. How do ASL learners believe their experience with the ASL
dictionary can be improved?

3 SIGN LANGUAGE DICTIONARY PROTOTYPE

We adapted the initial design of our ASL dictionary prototype from
recent prior work [6], including the underlying ASL recognition
model [8]. We introduced several improvements based on the find-
ings outlined in their paper. To support reproducibility and further
research, we have open-sourced the prototype®.

3.1 Underlying ASL Recognition and Feedback
Methods

Our ASL dictionary prototype is powered by a custom Al pipeline,
providing feedback on the input videos submitted by users and
recognizing signs from a vocabulary set.

3.1.1  Implementation and Training Details. We used the Transformer-
based SPOTER [8] architecture, as suggested by the authors of
prior ASL dictionary work [6]. The model was implemented in
PyTorch [49] and trained for 100 epochs using the default hyperpa-
rameters® reported in the original work [8]. Our implementation
slightly differs from [6] in that individual sign renditions were
treated as separate classes (as opposed to combining distinct signs
with equivalent meanings under one class). As such, this is not an

Shttps://github.com/matyasbohacek/sign-language- dictionary/
®Training hyperparameters: epochs: 100, scheduler factor: 0.1, scheduler patience
5, learning rate: E — 3; Augmentation hyperparameters: augmentations probability:
0.5, max arm joint rotate angle: 4, arm joint rotate probability: 0.4, max rotate angle
17, max squeeze ratio 0.4, max perspective transform ratio: 0.2.
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Figure 2: The top-1 and top-7 testing accuracy of our sign
language recognition model (y-axis) for input videos of in-
creasing resolution ratio (x-axis) on ASL Citizen. Vivid green

represents top-1 accuracy; vivid red m represents top-7.
The resolution ratio indicates video resolution relative to the
standard 640 X 480 pixels.

architectural change and is unlikely to impact system performance,
except for improving the accuracy of signs with distinct variations.

3.1.2  Training Data. The vocabulary set used for training (de-
scribed further in Section 4.1) included signs related to countries,
animals, and food. The selection of these signs was done in con-
sultation with the ASL educator on our team and aligned with the
ASL I course structure at the university where our observational
study was conducted. As noted earlier, we trained the model specif-
ically on one course module’s vocabulary to minimize the risk of
unexpected performance inconsistencies during the study.

The ASL Citizen dataset [20], manually mapped onto our vocab-
ulary set, was used to compile the training set. Additional publicly
available videos were used to fill in gaps when the ASL Citizen
dataset [20] did not contain a desired sign. This dataset comprises
177 entries with 146 unique signs. There are 18 signs that have
multiple versions, meaning there are two or more different perfor-
mances of the signs mapping to the same word in written language.
We followed the train-test split of the dataset.

3.1.3  Performance Evaluation.

Overall Accuracy. The sign recognition model achieved a top-1
accuracy of 81% and a top-7 accuracy of 97% on the testing set of
ASL Citizen. The mean per-class top-1 accuracy was 81% (0=18%).
We evaluated the top-7 accuracy because our updated interface
design presents the user with the top-7 predictions on the ‘Main
dictionary interface’ page. This metric thus describes the model’s
accuracy in presenting the correct prediction somewhere on this
first result screen (described in detail in Section 3.2).

Discounted Cumulative Gain (DCG). To better contextualize our
usage patterns uncovered in the observational study, we also eval-
uated the DCG of the model as suggested by prior HCI research
[2, 31]. Following the adaptation of the normalized DCG (nDCG)

Hassan, et al.
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Figure 3: Latency analysis of the custom sign recognition Al
model, showing the prediction time as a function of input
video length. A linear line is fitted on the data.

and the Ideal DCG (IDCG) metrics for sign language dictionar-
ies [32], we calculated these metrics for a single prediction following
Equations 1 and 2:

P rel;
20 —1
IDCGp = ) — 1
? ;logz(ﬂ(i)+l) M
nDCG, = 250 @)
P~ IDCG,

where rel; € 0,0.5,1. If the i-th predicted sign matched the
ground truth, rel; = 1; if the i-th predicted sign did not match the
ground truth but shared at least one attribute with the ground truth
(same number of hands, handshape, or movement), rel; = 0.5; else,
rel; = 0. On the testing set of ASL Citizen, our model achieved a
mean nDSG of 0.92.

Feature-level Accuracy. To better assess the differences in our
dictionary’s performance across various types of signs, we also
conducted an analysis of signs sharing similar linguistic properties.
Figure 1 presents the top-1 and top-7 accuracies of our model on
the ASL Citizen testing set, grouped by features in the following
categories: movement, number of hands, and location. The grouping
was done by the expert ASL educator on our team based on criteria
specified in prior work [34].

The model’s performance on ASL Citizen appears balanced for
movement and number of hands features. In terms of sign location,
the model performs best at recognizing signs localized on the torso
and on neck with a top-1 accuracy of 89% and 85%, respectively,
and a top-7 accuracy of 100% for both cases. The performance on
signs predominantly “in space” and localized on the face pose the
biggest challenge to our model with a top-1 accuracy of 78% and a
top-7 accuracy of 97%.

Accuracy on Different Resolutions. Since our prototype is ex-
pected to be operated with a variety of cameras, it was useful
to evaluate performance on inputs with varying resolutions. Fig-
ure 2 shows the model’s accuracy on the ASL Citizen testing set,
assessing its robustness to lower-quality input videos.
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Figure 4: The ‘Detailed analysis’ page presents the model’s
top 20 predictions in a scrollable grid of sign entries, ordered
by likelihood. Each entry includes a representative recording,
word translation, probability score, and metadata.

At 64 x 48 pixels (10% of standard resolution), the model achieves
a top-1 accuracy of 46% on ASL Citizen. The accuracy improves
to levels comparable to full-resolution performance at 192 x 144
pixels (30% of standard resolution), where it reaches 84%. For top-7
accuracy, the model recovers even earlier, achieving 93% at 128 X 96
pixels (20% of standard resolution).

These results suggest that the model is robust to video resolution
smaller than those seen during training, maintaining stable perfor-
mance for videos with resolutions larger than 384 x 288 pixels—a
standard supported by most contemporary webcams. This robust-
ness is likely due to the model’s intermediate step of performing
pose estimation and processing pose sequences.

Latency. Figure 3 shows an analysis of the sign recognition AI
model latency. The analysis was performed on a consumer laptop
(2022 MacBook Pro), with the model being inferred on the CPU.
It reveals that the time it takes for the model to make predictions
increases linearly with the length of the input video. In most cases,
the prediction time was shorter than the length of the input video.

3.1.4 Video Submission Feedback. Before the sign recognition Al
model analyzes an input video, it is first evaluated for technical and
signer visibility. Evaluating technical quality entails verifying that
the video resolution and encoding are suitable for processing with
the AI model using ffprobe [21]. Manual thresholds were selected
for the video size under which the model’s performance notably
decreased. Evaluating signer visibility entails verifying that the
signer is centered in the frame with visible hands and no other peo-
ple present in the background, as this could confuse the AI model.
This is evaluated using MediaPipe [42], which estimates the pose
of people in the input video. Once the poses are estimated, simple

0 This videois not stored.

Clear Submit

Figure 5: The webcam recording and file upload interface
includes built-in tools for video clipping and editing.

rules are applied to determine the number of people visible and
the signer’s position in the frame. Specifically, a set of conditions
verifies that only one person is present, that they are located in the
horizontal center of the frame, and that most of their torso, hands,
and face are visible (i.e., within the frame and not predicted to be
occluded by MediaPipe).

3.2 User Interface

We adapted our prototype user interface from [6] and implemented
initial design modifications based on findings from the interviews
presented in the same paper.

Our web-based prototype consists of two pages: ‘Main dictionary
interface’ and ‘Detailed results. On the main page, users can upload
or record a video for Al analysis, as shown in Figure 9 (Appendix B).
The system first checks for critical issues (e.g., incomplete uploads)
and displays an error message if found. Non-critical issues (e.g.,
video quality, centering, or multiple people) trigger a warning.
Section 3.1.4 details these checks, with example messages shown
in Figure 8 (Appendix B).

Once uploaded, the recording can be played for user’s inspection
and trimmed using a simple drag interface if necessary, as shown
in Figure 5. This feature has been proposed in prior HCI literature
on ASL dictionaries [33]. The user can then hit the ‘Clear’ button,
removing the video, or the ‘Submit’ button, initiating the Al model
analysis. When the Al model analysis is initialized, the user is
presented with a progress bar, as shown in Figure 7 (Appendix B),
indicating the remaining time before a prediction is completed.

Shown in Figure 10 (Appendix B), the compact view presents
the top results of the Al analysis, replacing the progress bar once
prediction is complete. It shows the top-7 signs, with the top-1
enlarged and a grid of top-2 through top-7. Each sign includes the



word, example video, textual likelihood, and metadata (movement,
number of hands, location, and handshape).

Although the Al model returns likelihoods as percentages, they
are converted into confidence labels [27]. Details on these labels
were provided on the landing page” at the top of the Main dictionary
interface. At the bottom, the ‘More results’ button leads to the
Detailed results’ page. Shown in Figure 4 is the top of the ‘Detailed
analysis’ page, presenting the complete results of the Al analysis.
Note that only the first few items are presented in this figure; the
actual page is scrollable and presents many following signs as well.
Each sign item in this view, once again, presents the corresponding
word, an example video, textual likelihood, and metadata. Example
sign items of varying likelihood are shown in Figure 4. On this
page, however, the signs can be filtered by the metadata using the
drop-down menus shown at the very top of Figure 4.

4 OBSERVATIONAL STUDY METHOD
4.1 Study Materials and Design

A senior ASL educator, who is part of the team, scripted and recorded
four videos, each approximately one minute long. The videos fea-
tured narratives related to food, countries, and animals, similar to
what students would encounter in their ASL II course. The English
translations of the narratives are provided in Appendix A. Our
team member also created questions of increasing difficulty and
shortlisted three questions per video, totaling 12 questions. These
questions were of the open written field type.

Participants signed a consent form approved by an Institutional
Review Board (IRB) before joining the study, and demographic infor-
mation was collected through a separate form. To ensure sufficient
time for interviews during each study session, participants were
asked to watch 2 videos and answer 6 corresponding questions. We
used a Latin square protocol to vary the sequence of videos across
our 12 participants. They were encouraged to use the dictionary
tool to assist in answering the questions, even if they already knew
the relevant sign(s). They could use the dictionary multiple times
during watching the video or while answering each question.

After answering each question on the response form, participants
were also asked to indicate the extent to which they agreed with
the following two statements:

(1) I am satisfied with way results are ranked.: This 5-point
Likert scale question (ranging from “Strongly Disagree”
to “Strongly Agree”) has been adapted from information
retrieval [1] and applied to ASL dictionaries research [34].

(2) Iam satisfied with the search experience. This 5-point Likert
scale question with the same scale was also adapted from
prior research on search systems [37].

A semi-structured interview was conducted afterward (details
provided in Section 4.2). The studies were conducted both in person
(n=7) and remotely (n=5). In both formats, participants were asked
to share their screens, and the meetings were recorded. A researcher
also took notes during the study, documenting participants’ usage
patterns with the video-based dictionary.

"The language used was: “A confidence label is shown next to each prediction, corre-
sponding to the percentual likelihood of the respective sign: 66-100% to ‘Probably’, 33-66%
to ‘Possibly’, and 0-33% to Unlikely.”

Hassan, et al.

4.2 Interview Guide

We developed our semi-structured interview guide with feedback
from team members specializing in HCI, Al and ASL pedagogy.
Three pilot interviews were conducted to refine the questions. The
final interviews consisted of three parts: (1) gathering feedback
on their experience using the video-based dictionary for a video-
comprehension task, (2) discussing the recording interface, feedback
on recordings, and any adjustments made when reattempting a
recording, and (3) seeking feedback on the prototype’s depiction
of latency, result presentation, confidence display, and suggestions
for improving sign search.

After the three main parts, the researcher asked follow-up ques-
tions based on notes taken during the interview. These questions
were intended to clarify the reasoning behind certain observed
behaviors, such as recording videos, navigating results, or answer-
ing questions. Participants were also encouraged to share any ad-
ditional thoughts at the end. Each session was scheduled for 75
minutes, and the average session duration was approximately the
same. Participants were paid $40 for participating in the study.

4.3 Recruitment and Participants

All of our participants were students in an ASL II class at a uni-
versity. The ASL II course at the university where we conducted
the study is the second in a sequence of three courses. It focuses
on expanded vocabulary, an intermediate-level understanding of
grammatical structures, and the continued development of com-
municative skills. Students are expected to have a foundational
knowledge of ASL, basic receptive and expressive signing skills,
and an understanding of applied grammar. Our participants in-
cluded 1 male and 11 females. Two students had a d/Deaf or hard
of hearing family member, friend, or relative. The average age of
our participants was 20.8 (¢ = 0.98). The age distribution was as
follows: 19 years (2 participants), 20 years (3 participants), 21 years
(4 participants), and 22 years (3 participants). On average, our par-
ticipants had been learning ASL for 3 years (¢ = 2.730) and took
their first course 3 years (o = 2.402) years ago. Six participants men-
tioned using online sign language dictionaries and three mentioned
YouTube videos. Participants reported that, on average, they spend
about 4.3 hours (o = 1.494) learning ASL per week.

4.4 Qualitative Data Analysis

Our qualitative data consisted of observations made by the re-
searcher during the study, along with post-interview transcripts,
which were both copied into individual Google Docs for all twelve
interviews. We employed a reflexive thematic analysis approach
[12] for data analysis. Initially, two HCI researchers coded the tran-
scripts using comments in Google Docs. We created a codebook
following [40]. The research team then collaboratively discussed
the codes in five hour-long meetings, identifying initial themes
and refining them into the final set. When presenting our find-
ings, we prioritized user engagement aspects that could not be
captured in previous WoZ studies, such as participants’ reattempts,
rerecordings, feedback on latency, etc. We also remained open to
broader insights, including any new benefits or challenges relevant
to deployment, such as biases and privacy concerns.
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5 FINDINGS

Responses to the two Likert-scale questions were analyzed us-
ing summary statistics and visualized using divergent stacked bar
charts presented in Figure 6.

Results Ranking [ |

Search Experience .

-40% -20% 0% 20% 40% 60% 80% 100%
m Strongly Disagree m Disagree = Neutral = Agree m Strongly Agree

Figure 6: Divergent stacked bar chart summarizing partici-
pants’ responses to the Likert-scale questions. The responses
are centered at 0%, with the “Neutral” category equally dis-
tributed between the positive and negative sides of the scale.

Our qualitative findings are organized into six themes. The first
two themes address initial positive impressions and benefits. The
next three themes focus on users’ impressions of different prototype
components, including recording, viewing output, and performance
communication. The final theme encapsulates findings that extend
beyond the prototype’s functional aspects.

5.1 Perceived Novelty and Positive Impressions
of the Video-Based Dictionary Concept

Most participants encountered a video-based ASL dictionary for the
first time and appreciated its necessity. P5 shared their enthusiasm
saying that they really love the concept and found it incredibly
helpful and necessary. They further described the novelty of this
experience: “I never like using the other dictionaries... I did not know
that we’re on the way to, like, get the right signs that I want.” P9 also
appreciated the concept and highlighted how it was useful for them
in the comprehension assignment saying “there was no way I would
have found [signs for] GERMANY or RUSSIA.” P2 also noted that
they don’t know of any other dictionaries that allow you to search in
that manner.

Participants mentioned being impressed even when the correct
result was not ranked first. P8 noted: “[ When] I was signing slightly
different... and it wouldn’t pick it up as the first choice. It would put
something else... because my hands were bent, I thought it was signing
SALAD... it was still by my face... TIGER was one of the... next options.
I'really liked it.” Participants were quickly willing to work with the
unpredictable nature of the dictionary, even when the results did
not appear at the top of the results list.

5.2 Easier Search and Learning Benefits

5.2.1 Alleviating Challenges with Textually Describing Signs. Our
participants were quick to point out how our tool could alleviate
the challenges associated with using text-based queries to describe
signs in traditional search engines, which often is unsuccessful. P6
mentioned how they can “type in a search engine... but [it] can’t ever
really translate it back in the same way that this tool lets us do that.”
P7 compared it to a reverse image search saying: “in principle that’s
cool and useful... it’s kind of like reverse image search on Google.”

5.2.2  Learning Beyond Sign Look-up. During the assignment, par-
ticipants used the tool in several ways that extended beyond just
looking up unfamiliar signs. Several participants used the tool to
confirm their understanding of signs. P11 mentioned their experi-
ence of using the dictionary to confirm their question responses: “I
kind of did it as a reassurance to see. I was trying to make sure that
was the correct thing.”

Our participants also appreciated the opportunity to see multiple
examples of people signing, which enriched their learning experi-
ence by exposing them to a variety of signing styles. P1 expressed
their feedback saying “I like how there’s multiple different people
signing because sometimes if it’s the same person, you don’t really
get to see a variety of it.”

Similarly, the option to view alternative signs alongside the pri-
mary result was well-received. P8 valued this feature for its edu-
cational potential, as it allowed them to recognize and understand
the subtle differences between the performance of similar signs:
“...There’s like a primary result... oh, but if this isn’t right there, here’s
other options. There’s so much like potential for even just seeing like
other signs that are similar” They mentioned that they compared
similar signs in the results, which motivated them to learn the dif-
ference so they can sign it more accurately in the future: “But also
even just recognizing... I didn’t realize how similar these two signs
were to each other. I'm gonna be careful when I sign with somebody
to make sure that I'm being clear between the difference.”

Our findings suggest that participants benefited from the tool
in ways beyond easier searching, highlighting its potential to help
learners improve skills such as differentiating between signs that
share similar linguistic properties.

5.3 Fine-tuning and Refining Recordings

5.3.1 Challenge of Recording an Unknown Sign from Memory. Some
of our participants found it challenging to record unfamiliar signs
compared to those they already knew. They reported difficulties
when trying to mimic video segments in the assignment that they
thought corresponded to an unfamiliar sign. P1 described this chal-
lenge: “The sign for GERMANY, I hadn’t seen that before. It took a lot
longer to record video... I wasn’t signing it correctly the first few times.
And I noticed that it would recognize that... my hands were sprawled
out, so it thought I was doing TIGER.”

We observed that at least 8 participants found it challenging to
isolate signs within segments of unfamiliar videos. Four participants
used the trimming feature in our video submission interface to
attempt searches with different sub-segments of the videos they
recorded. We also noticed that some participants slowed down their
performance of the signs when they did not find the correct result
on the first page. These findings highlight the challenges of video-
based querying, particularly when users are unable to accurately
perform a sign from memory, despite the shorter querying process.

5.3.2  Adjusting Camera and Body. During the study, participants
adjusted their camera, body, or both, especially after receiving feed-
back. In post-interviews, they described strategies for optimizing
recordings, focusing on hand configuration, sign position, move-
ment, and facial expressions.

P1 described their experience of repositioning their camera and
signing slowly: “I tried to reposition the camera, so it got more of my



body and less of my face if I was standing a bit lower. And I would
also try to move my hands a little slower, so... the video would be able
to pick up on my hands better.”

Participants employed different strategies depending on the sign.
P8 explained how they adjusted their distance from the camera to
open up the “signing space”:

‘[1f] sign was on the face, I would just do... But if I had
something on the body, then I would try to move back
and... adjust my camera and... field of view... It would
come up just maybe not as the primary... still one of
the first few options... I would [also] move... further
back to open my signing space to the camera.”

In contrast, P5 spoke about getting closer to the camera for
certain signs but was unsure if it was useful: “I gotta get close to
the camera... definitely adjust a little bit at the beginning... trying to
make sure they see hands. I don’t know if that helps or hurt it.”

During the study, participants were free to move the laptop to
their desired location, exposing the camera to different backgrounds.
Some participants realized that the background could affect the
quality of the dictionary output, especially when the prototype
provided feedback on this. P4 noted: “If things didn’t come up, or it
didn’t recognize me, then I realized I needed a very clean background. I
definitely improved once I shifted over to have this as my background.”

Our findings show that participants were willing to refine their
input to improve the dictionary’s performance. We also found that
at least some participants quickly understood the need to adjust
their position relative to the camera based on the linguistic proper-
ties of a sign, such as its use of space.

5.3.3  Reattempting Recording. Participants shared their reattempt-
ing experiences: “probably about three times before I gave up?”
(P1), “Um, probably two, three.” (P8), and “Um, feel like three or
four depends... if it’s not understanding me? Or I'm doing wrong?”
(P10).Some of the participants mentioned that they can be more
persistent if they see that the results are changing: “If I tried three
times, and it gave me like the exact same results every single time,
then I'd probably stop. But if their results were changing, and it was
giving me different signs, then I'd probably [try] five different times.”

For some participants, the decision to continue trying was also
based on the quality of the output, as noted by P4: “I spent a really
long time trying to figure out. So I would probably keep trying... if
I’'m sure I'm doing the right hand movements and everything and
not getting a clearer picture, I'd probably give up.” The context also
determined how many attempts they made, with P9 noting potential
differences between exams and homework settings: “If I'm doing
it on the exam, I'll think over it, keep doing it. But if I'm doing it for
homework, I'd give it four or five [tries].” P10 suggested the need
for more specific feedback on the recorded submission: “maybe
something about your performance of sign... I did bird, they’re saying,
I said, Greece. So then how is it that? How could they correct me.”

The findings suggest that participants are willing to reattempt
recordings, with their willingness potentially influenced by the
dictionary’s output and the importance of the task they are trying
to accomplish. Additionally, our results indicate that providing more
feedback on the accuracy of their performance, based on context
from the assignment or user input, could be beneficial.
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5.4 Navigating Unpredictability of Output

Participants, new to video-based ASL dictionaries, were surprised
by both successful and failed searches. This theme reflects feedback
on the Al dictionary’s non-deterministic and unpredictable nature.

5.4.1 Dealing with Inconsistent Dictionary Performance. Some of
our participants were surprised by the tool’s inconsistent perfor-
mance. For example, P2 said: “It seemed to work really well for some
signs and then not at all for other signs.... Not sure if  wasn’t doing it
right... or not clear enough video. But for sometimes it came right up.”

While some participants like P2 did not blame a specific entity
for a failed search, about half of the participants blamed themselves
when they could not find the sign. For example, P3 attributed un-
successful searches to their understanding of the video: “I think
that any of the issues are more so like my comprehension of the video
and not understanding certain signs, but not necessarily an indication
that... the tool itself was unhelpful”

About half of the participants were able to make more informed
decisions about whether to attribute unsuccessful searches to the
prototype or their recording, based on the feedback on video-input
confidence levels in results.

5.4.2  Presentation of Confidence Levels. To help users manage frus-
tration when they cannot find the correct sign, we had added AI's
outputted confidence with the output in the results. P2 appreciated
the clarity provided by probability indicators: “I liked that it says
like, it gives you like the probably are not likely so you kind of know
how sure it is instead of just like listing that without that."

At least two participants highlighted that these confidence values
could be confusing when not appropriately assigned, especially for
novice learners: “When TIGER was number one, and it had that
but had unlikely as like a possibility... if I didn’t know that, like, I
probably have been very confusing.” A minority of participants, like
P9, requested more detailed probability information:

“Instead of just saying... likely’ ‘unlikely’ maybe give
like a percent of how unlikely or likely just because
like, it’s pretty vague, like saying, probably like, I
know, it’s not exact, but maybe like, this is 20%. Your
sign or this is like set if I see like 75[%] I'm like, okay,
that’s probably my sign, but like probably is kind of
vague.”

One of the participants mentioned how presenting more results
on the landing page might be more advantageous, especially when
the dictionary prototype does not give the right result. P3 suggested
making more results immediately visible to avoid the perception
that important results are being overlooked:

“..probably be easier to not click on a different thing
to load more results. [Even] If wouldn’t sign the exact
same thing... could be viewed as the same as Google
search—if you don’t find something on the first page,
90% of people won’t even bother going to the second...

We applied best research-based industry practices in presenting
confidence levels and splitting results between a landing page and
a “detailed analysis” page for further results. While the majority of
participants appreciated these choices, some suggested alternative
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approaches which could suggest that there is no one-size-fits-all
solution in this context and need for customization.

5.5 Communicating State and Latency

Another unique aspect of interaction that our fully functioning pro-
totype afforded was testing for latency. We conveyed feedback on
the prototype status and the processing of results using a progress
bar. P1 thought that we communicated prototype state and latency
well: “That’s a good amount of information. If it didn’t have that
loading bar, I'd probably think that the website was glitching out, and
would refresh it. So the bar showing how long it’s taking was nice.”

Other participants mentioned that even waiting for a few seconds
can be annoying. P6 said: “I mean, I guess I didn’t like waiting six
seconds for it to load. But that’s just because I'm impatient. But other
than that, I thought it was really actually very impressive.”

Our findings suggest that our dictionary effectively communi-
cates its current state, but the latency may be perceived differently
by various users.

5.6 Beyond Functional Concerns

5.6.1 Privacy Concerns. After recording and submitting several
videos, and reviewing the privacy considerations, we asked partici-
pants about their privacy concerns regarding the dictionary. Most
participants, including P8 appeared less concerned about privacy,
noting the ease of permission settings on their browsers: “All I had
to do was like hit allow through Google Chrome.” Further elaborating
on their comfort with the data handling, they said: “I mean, there are
disclaimers that videos are kept, but I feel like everything is already
out there. So I wouldn’t avoid using it... It wouldn’t steer me away.”

Conversely, P9 expressed that they would like to see even more
disclaimers about their video being recorded, processed, and stored:
“Like a button that told you like your data is being saved.... 'm sure
it’s not going into some like video that you put on the screen. But
like I think that’s really important to protect people especially... how
controversial it is.”

The findings suggest that despite reassurances in the application
about not storing raw video data, some participants may still have
concerns about frequently submitting multiple recordings when
searching for unfamiliar signs.

5.6.2  Recurring Unrelated Signs in Results. During our observa-
tional analysis, an interesting pattern emerged where certain signs
frequently reoccurred in the results list for specific participants,
seemingly unrelated to their actual submissions. The participants
themselves noted this occurrence. For example, P4 observed: “I
also think that some of the signs that I wasn’t trying to sign came
up as an example, like multiple times. For instance, FISH came up
for four different signs that I was trying to sign. I wasn’t looking for
the sign for FISH.” Similarly, P2 frequently encountered a different
sign, potentially indicating some inadvertent biases learned by the
model that require deeper evaluation. P2 said: “For whatever reason,
MILK would always come up as the sign, even if I was doing a sign
that didn’t really even look like that.” This finding indicates that the
underlying model might be learning characteristics of the video
beyond the sign’s performance and could also be encoding biases.

6 DISCUSSION

While previous HCI research has explored optimal interface design
for ASL dictionaries using WoZ prototypes [33, 34], and Al research
has focused on the performance of underlying sign-recognition
models [15, 16, 23, 38, 51, 53, 59, 64, 67], little research has addressed
the integration of design recommendations into fully functional
prototype or examined how novice ASL learners utilize these dic-
tionaries in an educational context.

WoZ studies show ASL learners prefer video comprehension
tools over feature-based baselines [33]. Similarly, hybrid search,
which combines video-based lookup with feature-based refinement,
is also favored by participants in prior work [34]. We adopted this
approach, focusing on building a functional dictionary prototype
that supports ASL learners in real-world use and conducting an ob-
servational studyrather than directly comparing it to a baseline [33].
This approach provided new insights into recording challenges and
the unpredictability of search results. Our ASL dictionary prototype
was well received and is being released for research. It can support
future HCI studies on dictionary interfaces and aid Al researchers
in testing isolated sign language models.

6.1 Benefits of Video-based ASL Dictionary

In our study, participants were positively surprised by the tool’s
concept and performance, likening it to novel search systems like
Google’s reverse image search. Most were unfamiliar with video-
based ASL dictionaries, which represent a major leap in ASL learn-
ing [11] and enhancing the employability of individuals who use
ASL. Our findings confirm prior benefits, especially for compre-
hension tasks like identifying or verifying signs [33, 34], while
also revealing new advantages, such as improving sign accuracy
and distinguishing similar signs. We hope researchers expand our
prototype’s use in different educational and professional contexts.

6.2 Usage of Video-Based Dictionary

The observational study aimed to understand user interaction with
the prototype and improve their experience. The findings revealed
both usage patterns (RQ1) and key challenges of the video-based
ASL dictionary (RQ2).

6.2.1 Recording Video Submissions. As previously noted, a key
difference between our study and prior WoZ studies is that our
functional prototype does not guarantee that the desired result will
appear in the results list [31, 34]. Additionally, although partici-
pants had access to raw videos they were attempting to transcribe,
unlike in some prior studies, the videos were not presented in iso-
lation [2, 34], nor could users submit a clip of the video as a search
query [33]. Recording an unknown sign from memory proved chal-
lenging for some users, however, most participants persisted with
re-submissions and mentioned being comfortable resubmitting at
least three times. This was consistent with quantitative findings
which revealed that participants conducted 2.32 searches during
each continuous recording session.

6.3 Strategies for Better Video Submissions

Participants employed various strategies to improve their record-
ings. Some participants adjusted their position or repositioned the



camera to accommodate different signing spaces. For signs per-
formed on the body, they moved farther from the camera, while for
signs near the face, they moved closer to ensure better visibility. Oth-
ers noticed that background clutter affected video quality, with or
without prototype feedback. To address this, they adjusted their lap-
top placement, leading to improved results. Cluttered backgrounds
are a known challenge in Al-based body movement recognition
[39]. Our prototype provided feedback only after video submission,
but our findings suggest that ASL dictionaries could benefit from
real-time overlays during recording to guide users more effectively.

A few participants slowed their signing to aid comprehension, a
common strategy with human interlocutors. However, this was less
effective in improving results. Research on ML-based sign fluency
feedback [61] suggests that future ASL dictionaries could integrate
such models to provide real-time performance guidance.

Our findings highlight the need for clear guidelines to help users
record quality videos on personal computers. These should cover
distance from the screen, optimal use of space, and automatic back-
ground feedback. Guidelines could be shared during onboarding
and tailored to different devices.

6.3.1 Navigating Latency, Results, and Post-Query Refinements. Our
results align with prior web search research, showing that users
accustomed to fast systems (like feature-based dictionaries) notice
delays more than those using slower systems. Future work should
explore delay thresholds [4]. Participants appreciated confidence
indicators but some preferred exact percentages, despite HAI guide-
lines advising against them [27]. Future designs could allow users to
toggle between word-based and numerical confidence levels. Some
preferred all results on the landing page or a customizable layout.
Prior HCI research found that initial result count impacts user expe-
rience [31], with DCG values similar to our study (0.8). Our findings
reinforce that landing page layout affects user satisfaction.

6.4 Considerations for Deployment

Our DCG analysis suggests significant improvements in ASL dic-
tionaries over prior work [5]. Thematic analysis indicates users are
willing to use the dictionary at current accuracy levels.

Interviews also explored non-functional concerns like privacy.
Participants raised privacy considerations, particularly regarding
our landmark-based Al model, which processes video with Me-
diaPipe and discards it post-analysis, minimizing retention risks.
Some preferred explicit recording permissions. Future research
could explore overlays and local pose estimation to avoid video
transmission, sending only extracted landmarks.

A surprising finding was the presence of unrelated signs in re-
sults, suggesting potential biases in the Al model. These biases may
stem from the pose estimation model used in preprocessing. Ad-
dressing this requires more diverse training data or augmentation
techniques [9, 10]. Since sign language-specific augmentation meth-
ods are limited, future work could explore synthetic data generation
to improve accuracy and reduce bias. Additionally, less reliable signs
could be flagged in results or have enhanced confidence labels to
reflect model limitations.
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7 LIMITATION AND FUTURE WORK

We studied the use of our prototype by ASL learners from an ASL II
class at the same institution, ensuring their prior experiences were
relatively comparable. Future research could broaden participant
diversity by including individuals who have not attended formal
ASL classes or younger students from high schools to see if these
groups would similarly benefit from the proposed designs.

We took notes on user behavior during the study and conducted
post-interviews to better understand their experience. Future re-
searchers could enhance the dictionary to directly collect more
precise user behavior data, such as fine-tuning submitted videos,
trimming them, or scrolling through the results list to reveal addi-
tional usage patterns.

Previous WoZ studies have shown that video-based dictionaries
are preferred over feature-based ones [33]. Thus, we conducted an
observational study instead of a baseline comparison, focusing on
novel features in our functional prototype. Future research could
compare fully functional video-based dictionaries, especially with
larger vocabularies, to feature-based alternatives.

Our comprehension tasks targeted three vocabulary sets from
an ASL course. Future research could explore its benefits for larger
vocabularies and more complex translation tasks. With improved
performance enabling effective interactions, longitudinal studies
across course modules could reveal user patterns and challenges
that emerge over extended use.

Automated sign language recognition has historically focused
on ASL, with most methods, datasets, and benchmarks dedicated to
it. While other sign languages have gained attention, a performance
gap remains. Future Al and computer vision research should work
to close this gap. HCI research should also explore integrating
non-ASL models into education and assess whether performance
disparities hinder dictionary deployment for these languages.

8 CONCLUSION

Prior work has explored the design of isolated sign-recognition sys-
tems and optimal design parameters for ASL dictionaries separately.
However, there is limited research examining the benefits and us-
age of a fully automated video-based ASL dictionary for learners
engaged in comprehension tasks. To fill this gap, we conducted
an observational study with 12 ASL learners using a dictionary
built on state-of-the-art sign-recognition technology and informed
by prior HCI research. We release our ASL dictionary prototype
with this publication. Our findings highlight diverse usage patterns,
including sign recording, result retrieval, and perceptions of system
latency, while also revealing some outstanding concerns such as
potential bias and privacy issues. These insights guide future design
and effective deployment of ASL dictionaries in both educational
and professional settings.
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A NARRATIVES

Narrative 1: I loved to visit with my uncle while I was growing up.
We often went to the zoo and saw a lot of different animals, tigers,
lions, penguins etc. My favorite part about my visits was because
my uncle was a skilled cook. He made the best chicken spaghetti I
have ever tasted. I think he learned to cook from his grandparents
who immigrated from Italy, or maybe from the other side of the
family who immigrated from France. I remember no matter the
family event, wedding, funeral, new baby birth, the whole family
would get together and eat delicious food along with salad, garlic
bread and lots of desserts like cookies, cakes and pies. We ate until
we were satisfied and made a great memory.

Narrative 2: My grandparents’ farm was a favorite place for me
to visit growing up. Grandma and Grandpa grew up in Germany
where their family had a farm. After moving to the U.S. they decided
to begin raising and selling all kinds of animals. We had to tend to
chickens, goats, ducks, and pigs. Grandpa also had two donkeys
that were the cutest! They ate oats and hay. Every day at lunchtime
Grandma made us sandwiches and soup that were delicious.

Narrative 3: I was so excited to plan my upcoming trip! I made
plans for a 2-month long trip. I made arrangements for someone to
care for my dogs, horses and cows. On the morning of my departure
I ate a good breakfast of eggs, bacon, toast and coffee because I
knew it was a long journey. I arrived at the airport, boarded my
plane and then flew for 25 hours! Upon disembarking, the weather
was hot and humid, but I had arrived in beautiful Cambodia! What
an incredible place! The people were so friendly, and kind and I
enjoyed sightseeing. I then took a boat ride to Vietnam. There I
learned a lot about the history shared between the U.S. and Vietnam.
Then I traveled to China, but upon my arrival realized I had lost
my passport! I had left it back in Cambodia and was panicked!
Fortunately, the hotel back in Cambodia was able to send it to me.
On my Chinese adventure I tried lots of new things, delicious food
and even ate bugs! What an amazing trip.

Narrative 4: What a beautiful sunny day! I think I will call some
friends and go to the zoo. There are so many animals to see. When
I was a child my favorite animals to see were apes, specifically, the
orangutan. They were always so playful and often had new babies
that they cared for. Today, I hope to visit the giraffes, tigers, lions
and the new baby elephant. The zoo plans to have a contest to
name the baby. People will send in ideas from across the state and
the best one will be chosen. I suggest they name him Jazz since he
already has a trumpet!
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B USER INTERFACE

Predicting sign... - 53.2%

I 5.4/7.03

Figure 7: Progress bar showing the live progress of the recognition and an estimated time remaining,.

Low video q y may affect of sign No video provided — please try again

« Ensure good lighting and minimal clutter in the background; « Record a video directly in the browser or upload a video from your computer.

« Bein the center of the frame, with all your gestures visible; « You can select the desired data source in the lower part of the left panel.

« Allow maximum webcam quality. « To record a video or choose a file, click on the left panel.

(a) Example warning message (b) Example error message

Figure 8: Example message boxes presented after the user submits an input video for analysis if problematic features are
detected in the input video. The bold text contains a summary of the problem; the bullet points present suggestions for fixing

the problem.

0 This video is not stored.

Clear Submit

Figure 9: The dictionary supports live webcam recording and file uploads (icons indicate the data source). The ‘Clear’ button
removes the video and the ‘Submit’ button starts the prediction.
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Top prediction

#1 Cookie

Movement: repeated, Num. of hands: 2, Location: In space , Handshape:
Closed 5 and clawed 5

Runner-up predictions

#3 Toast

#2 Cake

Movement: repeated, Num. of Movement: repeated, Num. of
hands: 2, Location: In space, hands: 2, Location: In space,
Handshape: Closed 5 clawed 5 Handshape: —

#4squirrel #5 Crocodile

Movement: repeated, Num. of Movement: repeated, Num. of
hands: 2, Location: In space , hands: 2, Location: In space,
Handshape: — Handshape: —

#6 Sandwich #7 Rabbit

Movement: repeated, Num. of Movement: repeated, Num. of
hands: 2, Location: In space, hands: 2, Location: Side of head,
Handshape: — Handshape: Closed 2/v

See full analysis for more details.

More results

Figure 10: The compact result view on the ‘Main dictionary interface’ page presents the model’s top 7 predictions. The top-1
prediction is highlighted in a larger size at the top, while the remaining 6 predictions appear below in smaller size. Each entry
includes a representative recording, word translation, probability score, and metadata.
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