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ABSTRACT 
As they develop comprehension skills, American Sign Language 
(ASL) learners often view challenging ASL videos, which may con-
tain unfamiliar signs. Current dictionary tools require students to 
isolate a single sign they do not understand and input a search query, 
by selecting linguistic properties or by performing the sign into 
a webcam. Students may struggle with extracting and re-creating 
an unfamiliar sign, and they must leave the video-watching task 
to use an external dictionary tool. We investigate a technology 
that enables users, in the moment, i.e., while they are viewing a 
video, to select a span of one or more signs that they do not under-
stand, to view dictionary results. We interviewed 14 American Sign 
Language (ASL) learners about their challenges in understanding 
ASL video and workarounds for unfamiliar vocabulary. We then 
conducted a comparative study and an in-depth analysis with 15 
ASL learners to investigate the benefts of using video sub-spans 
for searching, and their interactions with a Wizard-of-Oz prototype 
during a video-comprehension task. Our fndings revealed benefts 
of our tool in terms of quality of video translation produced and 
perceived workload to produce translations. Our in-depth analy-
sis also revealed benefts of an integrated search tool and use of 
span-selection to constrain video play. These fndings inform future 
designers of such systems, computer vision researchers working 
on the underlying sign matching technologies, and sign language 
educators. 

CCS CONCEPTS 
• Human-centered computing → Accessibility systems and tools; 
Graphical user interfaces; Empirical studies in interaction design; User 
interface programming. 
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1 INTRODUCTION 
Over 70 million Deaf and Hard of Hearing (DHH) people worldwide 
use one of the over 300 sign languages recognized by the World 
Federation of the Deaf [12, 48]. In the U.S., increasing numbers 
of DHH and hearing individuals are motivated to learn American 
Sign Language (ASL), which is used by about 500,000 people as 
a primary form of communication [46]. There are nearly 200,000 
students in ASL classes [15] at schools or universities, and ASL has 
one of the fastest growing enrollments among language classes [17]. 
Learning ASL can promote interactions between DHH and hearing 
individuals, to support greater inclusion, mutual understanding, 
and participation across society. Further, if DHH children cannot 
access spoken language nor learn sign language during critical 
developmental years, they may experience language deprivation 
[20]. As most DHH children are born to hearing parents, their 
family or teachers are motivated to learn sign languages [53, 61]. 

Students trying to understand a challenging video is part of 
sign language education, to develop comprehension skills [18, 29, 
38]. While there have been advances in machine translation to 
automatically convert an ASL video into an English text, such 
technology is still under development [51], and its use would bypass 
the educational activity of students working to understand a video 
themselves. Technology is needed to support learners during a 
video-comprehension task without fully automating the process. 

In foreign-language-learning contexts, dictionaries are a valuable 
tool for students when faced with an unknown word in a text or 
audio recording. However, students learning sign languages face 
challenges when encountering a sign whose meaning they do not 
know, given the lack of a standard writing system or an easy way 
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for students to search for the meaning of a sign based on its visual 
appearance. Existing search tools are not sufcient [3, 24, 25], and 
it is difcult for students to use websites that ask them to enter 
linguistic features of the sign and browse a list of results to fnd the 
sign that matches what they see [1, 6, 7, 40, 45, 56, 59]. Based on 
automatic ASL-recognition technology for video matching, recent 
tools have been researched to enable students to submit a video 
of a single sign to conduct a search within an ASL dictionary [3, 
5, 11, 13, 26, 37, 59, 63]. However, students trying to understand 
an ASL video may not be able to accurately extract just one sign 
nor replicate the sign themselves into a webcam to initiate a search 
[3, 26]. For this reason, we investigate technologies for enabling 
users to quickly select a span of a video of ASL signing that contains 
one or more signs that they do not understand, and then trigger 
a video-analysis search that will return a set of dictionary results 
with likely matches to the signs contained within the span. 

Rather than considering separately the tasks of watching a video 
and looking up the meaning of an unknown sign, we instead focus 
on the overall task. Based on feedback from ASL students dur-
ing an interview study, we investigate an integrated video-player 
and sign-search tool. In our second study, some students watched 
videos containing some signs that they were not familiar with, 
while using a Wizard-of-Oz prototype for playing videos, selecting 
spans of video, and performing searches for signs. Other students 
used a baseline prototype without the searching functionality. This 
study shed light on how ASL learners interact with such a system. 
This study also investigated the beneft of providing integrated 
dictionary search to ASL learners (hearing university students) for 
video-comprehension, in comparison to their use of an existing 
dictionary website. Our contributions include: 

• We present an interview-based study with ASL learners 
about their experiences watching challenging ASL videos. 
Our novel fndings reveal their desire to view videos of 
various genres from multiple platforms, factors that lead 
to challenges in video comprehension, and their current 
workarounds when facing unfamiliar signs. 

• In the task context of ASL learners translating difcult ASL 
videos, we present the frst comparative study between our 
video-player prototype with integrated dictionary-search, 
in comparison to an existing search-by-feature dictionary 
website. Our fndings reveal benefts in terms of quality of 
translations produced and reduced workload. 

• We present the frst observational study of ASL learners en-
gaged in the task of translating difcult ASL videos while 
using search technology, specifcally a Wizard-of-Oz pro-
totype of our proposed system. Our analysis revealed how 
users selected sub-spans and conducted searches, and we 
characterize how users benefted from an integrated tool 
that presented search results alongside the video (enabling 
checking of results in context). We found that usage varied 
depending on the genre of signing video, and we observed 
unexpected use of the sub-span selection tool for the purpose 
of constraining the video play-head. 

2 BACKGROUND AND RELATED WORK 
Background on sign-language linguistics is provided below to ex-
plain key terminology, and prior work on sign-language pedagogy 
is discussed, to contextualize our work within that domain. Next, 
section 2.2 discusses the current state of sign-language look-up 
technologies, to illuminate key limitations of existing resources. 

2.1 Sign Language Comprehension 
ASL linguistic phenomena contribute to challenges students may 
face in comprehending an ASL video. Although students can browse 
dictionaries that show videos of an ASL sign’s citation form, i.e., 
the standard way in which a sign may appear when produced in iso-
lation, when signs are produced during sentences in a continuous 
manner, the appearance may difer. For instance, there is natural 
diversity in the production of signs across individual signers, which 
may be based on demographic or geographic regional variation. 
Further, two or more ASL signs may linguistically combine into 
a compound sign [41]; novice ASL learners may have difculty 
segmenting them appropriately to look up a meaning in an ASL 
dictionary [8]. Coarticulation, broadly, refers to how the produc-
tion of one sign may afect the way in which other nearby signs are 
produced in continuous signing [19, 54], e.g., the ending location or 
handshape of one sign may afect the location or handshape of the 
next. Coarticulation efects may lead to the production of a sign in 
context to difer from its citation form. When ASL signers produce 
rapid sequences of handshapes during fngerspelling, i.e., when 
specifc words are spelled alphabetically, coarticulation efects are 
also possible [35], leading to the fngerspelled word not being a sim-
ple concatenation of the individual alphabet handshapes. Finally, 
ASL signing may include depiction, in which particular linguis-
tic constructions, often referred to as “classifers," convey spatial 
information about the position, movement, or shape of entities [58]. 

Most prior work on sign-language video comprehension has 
focused on Deaf users. Little prior work–and no prior observa-
tional studies–have investigated the behavior of hearing people 
when watching a challenging ASL video nor their workarounds for 
unknown signs, e.g., using sign look-up tools. A recent review of 
prior eye-tracking studies with DHH participants [2] discussed a 
study that examined diferences in gaze patterns between Deaf and 
hearing individuals when looking at a live signer [55]. Although 
understanding sign language in person is diferent then watching a 
video (and no sign look-up technologies had been used), that study 
characterized gaze patterns of hearing people when trying to com-
prehend sign language. Observational studies, with eye-tracking or 
other means, may lead to insights about behaviors of ASL learners 
during video comprehension, especially given limited prior work. 
In contrast, substantial prior literature exists on non-native learners 
of various spoken languages engaging in video comprehension, and 
there has been work on spoken/written language translation tasks 
while learners use various electronic resources [4, 16, 27, 44, 57, 64]. 

2.2 State of Sign Language Lookup Resources 
Dictionaries are an important tool used by second language learners 
when looking up an unfamiliar word. However, when someone 
encounters a sign whose meaning they do not know when viewing 
sign language, it is more difcult to look up the word, since sign 
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languages lack a common writing system and users cannot use a 
text-search or alphabetical listing to search for a sign [5, 28]. 

Some sign-language dictionary systems expect users to recall 
linguistic properties of the sign that they are looking for–e.g., hand 
confguration, orientation, location, movement–and enter these 
properties into a search-query interface to obtain a list of matching 
signs [1, 6, 7, 40, 45, 56, 59]. Prior work on such search-by-feature 
systems has revealed that they are challenging for ASL students 
[6]. Other proposed sign-language dictionary systems expect users 
to submit a video of a single sign that they have extracted from a 
longer video – or to recall and perform a sign into a webcam [5, 7, 11, 
13, 37, 59, 63]; sign-recognition technology performs a video search 
against a dictionary to provide potential matches. Even if a student 
were able to remember and produce a sign into a webcam, there are 
technical challenges in recognizing signs from video due to various 
factors [52, 62]. Despite recent advancements [47, 51], state-of-
the-art continuous sign-recognition software is still imperfect. To 
mitigate inaccuracies in the video-to-sign matching, some proposed 
dictionaries provide users with post-query fltering options, to 
narrow the set of results that are returned [26]. Overall, existing 
dictionary systems face several limitations: They expect that the 
ASL learner can recall linguistic properties of the desired ASL sign 
or accurately perform the sign from memory. In addition, systems 
assume that a user is able to precisely identify the starting and 
ending of a sign they encountered in a video or in a conversation. 
Fast signing speed or various linguistic factors (section 2.1) make it 
difcult for ASL learners to precisely select signs in videos. Finally, 
the user must launch an additional task of querying a dictionary, 
while engaging in a video-watching and comprehension task. Using 
separate tool to perform the search may cause users to lose context 
from the video they were watching. 

In contrast to prior work, we investigate a dictionary-search 
system that enables the user to select a span (of potentially multiple 
signs) from a video of continuous sign language, as a basis for 
a query to search for potential matching signs from a dictionary 
system, with the results presented in an integrated video-player 
and search-results interface. This approach may mitigate the need 
for users to recall specifc linguistic properties of the unknown 
sign, mitigate the need to identify the specifc start/end of signs 
in a continuous video, and enable the user to remain in context in 
their video-watching-and-comprehension task. 

Some recent research has investigated ASL learners interacting 
with Wizard-of-Oz prototype systems for ASL dictionary search, 
to identify factors that afect users’ satisfaction [3, 23–26]. Method-
ologically, our studies also employ a Wizard-of-Oz prototype of 
an ASL dictionary-search system to understand users’ interaction 
and potential benefts. However, in those prior studies, users had 
been shown a stimulus video of native signer performing a single 
isolated sign (in citation form), and the user was asked to use a 
dictionary system to identify the sign’s meaning. In contrast, our 
studies examine how ASL learners engage in a search task while in 
the midst of a video-watching-and-comprehension task. 

2.3 Research Questions 
There has been limited prior research on the experience of ASL 
learners who are engaged in the educational activity of watching 

a sign-language video that is difcult for them, especially how 
technologies for ASL dictionary look-up may beneft these users. 
In addition, no prior work has examined how users might beneft 
from an integrated tool for viewing ASL videos, with users able 
to select spans of the video as the basis for dictionary search. To 
address these gaps, we investigate the following research questions: 
RQ1 What are the challenges that ASL learners currently expe-

rience when trying to understand a difcult sign-language 
video, and what workarounds do they employ? 

RQ2 Comparing the experience of users who used our tool and 
those who used an existing feature-based ASL-English re-
verse dictionary, is there a diference between translation 
quality or perceived workload to produce translation? 

RQ3 How do users interact with a Wizard-of-Oz prototype for 
viewing an ASL video and conducting dictionary-search 
on selected spans of video, during the video-watching and 
comprehension task? 

3 STUDY 1: INTERVIEW STUDY 
This paper presents two studies: The goal of study 1 was to un-
derstand ASL learners’ challenges with video comprehension and 
current workarounds they use. The fndings from study 1 informed 
the study design, videos, and prototypes included in study 2. 

3.1 Study Design 
This IRB-approved study was conducted in person or remotely 
based on the preferences of participants during the COVID-19 pan-
demic. After informed consent was obtained, the semi-structured 
interview began with questions about participants’ prior experi-
ences watching ASL videos. They were asked about the type of 
videos they watch, their experiences when they have difculty un-
derstanding, and any workarounds they use. To provide context 
for later questions about how difcult it may be for participants 
to select an individual sign or span of multiple signs they do not 
understand, we displayed several example videos to participants as 
a basis for discussion. These videos were taken from advanced ASL 
or ASL-English interpreting classes, conversational videos between 
expert signers on YouTube, signing performances at theatres, and 
interpreted poetry and music. (Video details appear in electronic 
supplementary fles.) Videos contained a variety of linguistic phe-
nomena discussed in section 2.1. Participants were asked how hard 
it would be to select a sub-span containing one or multiple signs 
and how they would select a time-range of a video. The average 
length of each interview was 36.5 minutes (σ =5.46 minutes). 

3.2 Participants and Recruitment 
Participants were recruited by posting an advertisement on an 
ASL Reddit channel and by contacting professors of introductory 
ASL courses, who shared an advertisement by email with their 
students, containing two screening questions: “Are you currently 
learning American Sign Language?” or “Have you completed an 
introductory or intermediate ASL course in the past fve years?” 
Participants were recruited if they responded with yes to at least one 
question. We recruited a total of 14 participants for our frst study, 
which included, 2 men, 11 women, and 1 non-binary individual. 
The median age was 21 (σ = 3.67). Participants had studied ASL for 
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a mean of 3.4 years, and all participants confrmed that they had 
taken fewer than 3 years of formal ASL classes. 

3.3 Analysis and Findings 
We employed a mixture of deductive and inductive approaches in 
our qualitative data analysis. To become familiar with the interview 
transcripts, two authors read all 14, then during a subsequent read-
ing, they individually took notes to produce initial codes, which they 
collated and collapsed into two individual code-books. Each of the 
authors then investigated underlying patterns among their codes 
and formed initial categories, and they consulted the interviewers 
to get feedback on their initial categories and further improved 
them. The authors then met to review all of their initial categories, 
to identify similarities and diferences. During two three-hour meet-
ings, the authors performed an initial thematic grouping, which 
lead to fnal high-level categories. These high-level categories were 
then presented to the rest of the team to arrive at a fnal set of 
themes and sub-themes presented in this section. 

3.3.1 Prior experiences and challenges associated with watching 
signed video content. Participants discussed various motivations 
for viewing signing content. Twelve participants mentioned en-
gaging with ASL videos during classroom-related or homework 
activities. Ten participants also mentioned watching signed con-
tent outside of the classroom for their own enrichment or personal 
exposure to other types of signing, e.g., Deaf theatre or ASL songs. 
P11 said, "It’s both in-class, we have diferent assignments the teacher 
will give us, and then I also do it on my own time, if I’m looking for a 
deeper understanding about things, or if I’m looking for specifc signs. 
And I also follow some deaf content creators as well." 

Participants also discussed how their lack of familiarity with 
regional or dialectical variation in signing, such as Black ASL 
[43] used among some African-American signers in the U.S., led to 
challenges in understanding videos. P5 described their experience 
in understanding signing among various communities: "I know some 
white people in the community, [but the] black Deaf community and 
the interpreter community, I still fnd hard." 

Participants discussed how various linguistic types of signs 
posed comprehension challeges. For instance, P1 described needing 
to consciously "switch my brain from a sign to actually each letter" 
when encountering fngerspelling. P11 discussed challenges with 
"fngerspelling, classifers, compound words, any of that kind of stuf... 
fngerspelling is defnitely a little tougher for me." Participants dis-
cussed how fngerspelled names were challenging to understand 
in a video, especially when there were multiple individuals with 
similar names. Participants also described challenges with under-
standing numbers, e.g., P5 said, "numbers are hard for me, for some 
reason, I don’t know why." Participants also discussed challenges 
with compound signs, e.g., P13 said, "I wasn’t sure if that was one or 
two separate signs. So there were defnitely points in the video where 
they were blending together a little bit, and I wasn’t sure." 

Overall, participants discussed how diferent content sources 
or genres pose challenges for comprehension. Participants men-
tioned viewing signed content on various streaming services, e.g., 
YouTube and Netfix, as well as on social media, e.g., Instagram and 
TikTok. P14 said, "I watch ASL videos when I am going through In-
stagram because I follow some Deaf creators." Participants discussed 

how the signed content on social media is shorter and more un-
predictable in nature, with the topic of the video not always well 
defned, which poses challenges for comprehension. Participants 
also discussed how factual signing, e.g., in a documentary, was dif-
fcult, due to complex vocabulary or increased use of fngerspelling. 
Other participants mentioned watching videos of ASL poetry and 
ASL translations of popular songs, contexts in which they described 
signers as using more depiction and having "their own fow, and they 
have their own rhythm" (P11). Participants described how videos 
with multiple signers, e.g., Deaf theatre, pose challenges, as P8 de-
scribed, "my brain is used to practicing with one signer." Similarly, 
participants mentioned how natural conversations were difcult to 
understand, e.g., P6 discussed how signing in such videos tends to 
be "quicker, and they’re a little bit more relaxed." 

3.3.2 Workarounds. Participants mentioned several workarounds 
that were useful in understanding challenging signed video content. 
For instance, several participants discussed using the context of a 
video to understand unknown signs. Participants would consider 
the description or title of the video, such as on YouTube, or they 
would consider what was said before or after any unknown signs. 
For instance, P3 described a situation in which they fgured out the 
sign for a citrus fruit by considering the context of the surrounding 
signing, which had mentioned lemons. P3 discussed how under-
standing later signing may clarify a portion of signing that had 
not been previously understood, explaining how if they become 
confused then they "really focus on the next thing they’re saying, so I 
can piece together what they might have said, so I can understand it." 
Participants discussed various strategies that involved controlling 
the fow of the video player: 

• Periodically pausing was a strategy among several partic-
ipants. For instance, participants discussed how they paused 
videos in-between conversational turns in videos with mul-
tiple signers; P8 described how they "pause in between each 
speaker... just enough time to grasp" what had been said. 

• Backtracking and replaying was another common ap-
proach, as P12 explained, "pausing it and replaying it." P3 
also discussed how they will "backtrack the video" if needed. 

• Slowing down the video was also popular, if possible within 
the video player. For instance, P7 explained how they will 
"slow down the fngerspelling if...it’s on YouTube. If I could 
alter the speed, I might try to slow it down." 

Regarding current strategies for seeking the meaning of an un-
known sign, six participants mentioned using English-to-ASL 
dictionaries, i.e., guessing English meanings of the sign they did 
not understand to look up that English word in the dictionary to see 
if the sign displayed visually matched the sign that had not been 
understood. Participants also mentioned using ASL-to-English 
“reverse” dictionaries, i.e., websites that allow someone to enter 
linguistic properties to search for the English translation of a sign. 
Participants discussed challenges, e.g., P7 said, "if I think I have an 
idea of what the sign is I might use Handspeak, or there’s another 
one I use... [It’s] hard to specify handshape in current dictionaries." 
P6 discussed struggling to enter linguistic properties when con-
structing a query: "I defnitely tried using the reverse dictionary stuf 
online. Usually it doesn’t end up being successful, and I have to just 
end up moving on. Because, the way it’s structured, you have the 
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handshape, and the movement, and the location. Sometimes it’s a 
little ambiguous, especially if you don’t actually know what that sign 
is; so, it’s hard to end up looking [it] up." Participants also expressed 
their frustration with having to launch a web-dictionary in another 
window while trying to understand a video. P11 said, "It’s pretty 
frustrating sometimes when I’m trying to fnd a specifc sign, I have 
to like go to Google and...then go through all the diferent pages... If I 
could just scroll and have the source material right there, I think it 
would be much more efcient." 

Rather than use a specifc dictionary website, other participants 
mentioned typing descriptions of what a sign looked like into a 
Google search, e.g., P11 said, "I’ve defnitely tried to Google it before, 
but it’s so hard to sometimes describe what it is that you’re looking 
for. I end up being very vague... It’s very rare that I go to Google and 
fnd what I’m looking for as far as trying to describe a sign." Finally, 
several participants mentioned that, if other people are available, 
they may ask a teacher or a peer. As P09 said, "If I’m in class I 
would ask the teacher. If it’s for a class I would either look it up online 
or if it’s in a vocabulary learning unit." 

4 STUDY 2: PROTOTYPE STUDY 
While study 1 motivated the need for a tool that provided an inte-
grated video-playing and sign-search experience, study 2 investi-
gated how users would interact with such a tool and whether there 
are benefts as compared to existing systems. In this prototype 
study, users interacted with a Wizard-of-Oz prototype, at a desktop 
computer in a lab setting. Findings from study 1 informed both the 
design of the prototypes used and the selection of videos included 
in both the prototypes, as described below. 

4.1 Prototype Design 
4.1.1 Integrated Search. Since the focus of this study was on users’ 
interaction and behavior, an interactive Wizard-of-Oz prototype 
was designed (Figure 1), in which the underlying sign-recognition 
technology was simulated, without any automatic video analysis. 

On this web-based prototype, participants entered a participant 
ID on the frst screen. Next, they were provided a calibration screen 
to ensure that the size and aspect ratio of their browser window 
was consistent. As shown in Figure 1, the interface displayed an 
ASL video with a play/pause button at the bottom-left corner of the 
screen. On a video-timeline at the bottom of the screen, a vertical 
white line indicated the video playhead (the current position of 
the video). The users can select a video span by dragging yellow 
edges of a selection bar on this timeline, and they can press a "Play 
selection" button to play only the portion of the video in that span. 
Once satisfed with their span selection, users can click on the 
yellow "Search selection" button on the top right corner of the 
screen to search for the signs. The results were displayed in a scroll-
able window on the right side of the screen. Each result consisted 
of a video of a sign from the American Sign Language Lexicon 
Video Dataset (ASLLVD) [50] and a label below showing the closest 
English gloss for that sign. When clicking on a "more information" 
icon for each search result, linguistic properties for the item were 
displayed, as illustrated on the right side of Figure 1. 

Study 1 fndings informed the prototype design: For instance, 
participants expressed frustration with needing to leave the context 

of watching a video to use electronic dictionaries, and this informed 
our decision to display dictionary results on the same page. In addi-
tion, participants’ explanation of workaround strategies they used 
when encountering difcult video, e.g., re-playing and backtrack-
ing a video, led us to provide the "Play selection" button, which 
played the video while the playhead was constrained to the selected 
span–to support users in replaying a short segment of the video. 

Findings from study 1 also informed the selection of videos 
shown to participants during the study. Based on participants’ com-
ments about how the genre or linguistic phenomena in a video 
relates to how challenging it is, we selected three genres of videos 
to display in this study, including educational videos, conversa-
tional videos with at least two signers, with turn-taking between 
them, and Deaf theatre and poetry videos. Since participants had 
discussed how they face particular challenges when encountering 
fngerspelling or compound signs, we ensured that the videos in-
cluded instances of these types of signing. In addition, we selected 
videos that included multiple signers engaged in conversational 
signing, as well as a video with diferent regional dialects of signing, 
since both had been discussed by participants in study 1. The videos 
used in this study were obtained from online sources and material 
from fourth-year ASL interpreting courses. Videos were an average 
of 23.7 seconds in length, and details about each video are provided 
in electronic supplementary fles. 

4.1.2 Selection of signs appearing in the results list. Given the rapid 
pace of advancement in the feld of sign-recognition technology, and 
since the purpose of this observational study was to understand 
participants’ behavior and interaction, we selected a Wizard-of-
Oz approach to simulate an automatic search-recognition system. 
Therefore, our system returned a pre-determined list of results, 
in which the actual sign appeared somewhere in the results list. 
The selection of signs that appeared on the results was based on 
pre-processing of videos. The protocol is described below: 

(1) A Deaf member of our team with native ASL fuency watched 
all 9 of the ASL videos in advance to identify the sequence 
of signs appearing in each video, along with the starting and 
ending time-stamps of each sign. 

(2) For each sign, a set of dictionary-search results were manu-
ally prepared, to simulate the type of results someone would 
see if using a real automatic dictionary-search system in the 
future. Specifcally, for each sign, a native signer carefully 
selected the closest match and 11 other signs that were simi-
lar in appearance to the sign, from a collection of signs from 
the ASLLVD [50]. The researcher prioritized selecting signs 
for this “match list" with as many properties in common as 
possible to the given sign, i.e., the same handshape, number 
of hands, movement, and location. 

(3) When a participant selects a span of video, it is possible that 
the start or end of the span is within the duration of a sign in 
the video, rather than precisely at a boundary between signs. 
We established a rule that the prototype would consider a 
sign to be within a span selected by the participant if at least 
half of the sign appears within the selected span. 

(4) Since a selected span may contain multiple signs, the list of 
dictionary-search results displayed combined results from 
the match lists for the all signs within that span, as follows: 
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Figure 1: Screen image of the prototype, displaying labels for the various interface regions, including the video player at the 
top left, a text box where translations can be typed below, a video timeline with a span-selection interface along the bottom, 
and a dictionary-search panel on the right. 

From among the match lists for all signs in the span, one 
match list was selected randomly, and the top item from 
that list was taken (without replacement) for inclusion on 
the combined results list. This process was repeated until all 
match lists were empty, to produce a combined list of results 
that contained the union of the original match lists. The frst 
50 items from this combined list were displayed to users. 

4.1.3 Baseline Prototype. We also designed a “baseline" prototype 
identical to the one described above but without the integrated 
dictionary-search option, as shown in Figure 2(a). When viewing 
a video with this baseline, participants were instructed to open a 
second web-browser window to use the handSpeak reverse dictio-
nary 1, as shown in Figure 2(b). That site enables users to look for 
an isolated ASL sign by selecting text labels that represent various 
linguistic properties of a sign, e.g., handshape, hand location, move-
ment, and orientation. Based on the query options selected, results 
appear as a list of English gloss labels for matching signs. Partici-
pants were not allowed to visit other websites or other resources. 

4.2 Study Design and Analysis Plan 
After providing informed consent in this IRB-approved study, par-
ticipants were asked to view a video and produce an English transla-
tion text for it using the integrated-search prototype or the baseline 
prototype. Using a sample video, the researcher frst demonstrated 
the prototype (details in section 4.2). After indicating that they 
understood the prototype, each participant viewed 9 videos. The 
order of videos was randomized. Their interaction was recorded: 

(1) The software prototype was designed to automatically record 
the starting and ending points on the video timeline of every 

(a) 

(b) 

Figure 2: (a) The prototype for the baseline condition in 
Study 3, identical to the one from Study 2 but without any 
dictionary-search ability. (b) The handSpeak ASL-English 
reverse dictionary website, which participants used in the 
Study-3 baseline condition. As users click on linguistic prop-
erties, the list of English gloss labels at the bottom of the 
window updates to list matching signs. 

1https://www.handspeak.com/word/asl-eng/ 

https://1https://www.handspeak.com/word/asl-eng
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span the participant selected, the number of signs within 
each span, whenever the participant triggered a search, and 
the text of the English translation typed by the participant. 

(2) Each participant’s face was approximately 65cm from a 19-
inch monitor, to which a Tobii Nano [49] 60Hz screen-based 
eye-tracking device was attached. iMotions (v9.1) [30] soft-
ware recorded each participant’s gaze. 

(3) A researcher, who was a fourth-year English-ASL interpret-
ing student at the university, sat 2m away and took observa-
tional notes during the experiment. The iMotions software 
enabled the researcher to monitor the participant’s gaze on 
the user-interface in real-time on a secondary display. 

At the end of the entire session, a debriefng interview was con-
ducted to gather participants’ impressions of the system, perception 
of how they interacted with the device, and other recommenda-
tions. The interview data was transcribed and coded using the same 
methodology as in study 1. 

Qualitative analysis of the data listed above was performed by 
two members of our research team who reviewed and coded this 
data, from the perspective of identifying typical sequences of inter-
action behavior during each video session. They reviewed record-
ings of the screen and eye-gaze, plotted eye-gaze patterns, analyzed 
data captured by the software prototype, and reviewed the ob-
server’s notes. The researchers discussed their notes and agreed 
upon a categorization of the behaviors observed, as presented in 
Findings section 4.5. After viewing and translating each video for 
both conditions, participants’ English translation texts were saved, 
and participants completed a NASA TLX [21, 22]. 

4.3 Participants and Recruitment 
We recruited a total of 15 ASL students for study 2, using recruit-
ment criteria and approaches identical to study 1. 8 participants 
were assigned to the integrated search condition whereas 7 were 
assigned to the baseline condition. 

The median age of participants in the integrated search condition 
was 20, and this included 7 women and 1 non-binary individual. 
Participants had studied ASL for a mean of 3.5 years, and all partic-
ipants confrmed that they had taken fewer than 3 years of formal 
ASL classes. 

The median age of participants who used the baseline prototype 
was 21, and they included 4 women and 3 men. A single recruitment 
process was conducted and participants were randomly assigned to 
either the prototype-with-dictionary-search or baseline-prototype 
condition. Participants using the baseline prototype had studied 
ASL for a mean of 3.7 years, and all participants confrmed that 
they had taken fewer than 3 years of formal ASL classes. 

4.4 Findings: Comparative Study 
To assess translation quality, we adapted a prior approach [9], in 
which a human judge looked for translation errors in a text (e.g., 
wrong or omitted words) and then assigned an overall translation-
accuracy score (out of 10). In our study, a fourth-year ASL inter-
preting student, who had completed a university course on ASL 
linguistics, analyzed the transcripts to identify errors and assign 
translation-accuracy scores—without knowing which translations 
had been produced using the dictionary-search prototype and 

which had been produced using the baseline prototype. The average 
translation-accuracy score assigned by the researcher was 8.03 for 
translations produced using the dictionary-search prototype and 
6.67 for the baseline prototype. The distributions in scores between 
the two conditions difered signifcantly (Mann–Whitney U = 10, 
n1=8, n2=7, P = 0.0424 < 0.05 two-tailed, r = 0.24). 

Figure 3 shows scaled mean raw NASA-TLX sub-scores (physical 
demand, temporal demand, performance, efort, and frustration) 
and results of two-tailed Mann-Whitney U tests comparing sub-
scores across conditions. Participants who used the prototype with 
dictionary-search gave signifcantly lower values for mental de-
mand (how much mental and perceptual activity was required), 
temporal demand (how much time pressure was felt), and frustra-
tion (how insecure, discouraged, irritated, or stressed they felt). The 
NASA TLX instrument and details of these scales appear in [21, 22]. 

4.5 Findings: In-depth Analysis 
We present an in-depth analysis of how participants interacted with 
the integrated search prototype. Since prior work had investigated 
the experience of students with existing dictionary-search websites, 
e.g., [6, 26], we do not present a detailed observational analysis of 
users interacting with the baseline, given the limited novelty of 
such an analysis, amid prior literature. 

4.5.1 Using the span selection to constrain the playhead. Six par-
ticipants used the span selection tool to constrain the portion of 
the video that would play at one time, to enable them to progress 
incrementally through the videos. Participants selected spans of 
average duration 11.43s for viewing videos in this manner, and they 
progressively selected spans of video as they typed the English 
translation text. Figure 4(a) illustrates this trend, by plotting the 
positions of spans a participant selected over time. Span 1, shown 
at the bottom of the image, indicates the frst span selected. 

Comments from debriefng interviews also support this observa-
tion. P7 described how they selected a span of a particular width, 
and then dragged it along the video, to watch portions of video 
progressively: "I like how you can just maintain the length and you 
just drag it over so you’re getting the same length of a chunk of the 
video; that was easy to use." 

4.5.2 Approaching task linearly, sometimes afer initial overview. 
Participants viewed the videos in a linear manner and produced 
transcripts as they watched short segments of video. In some cases, 
participants frst viewed the entire video, and then they returned to 
the beginning of the video to progressively view short segments of 
video in a linear manner, as illustrated in Figure 4(b), which shows 
a full-video span prior to progressive short spans. 

4.5.3 Using dictionary search to inform translation. In 62 out of 
72 video sessions, participants made use of the dictionary-search 
feature to look up the meaning of unknown signs in the video. As 
illustrated in Figure 5, the results of the search tool informed par-
ticipants’ translation decisions as they linearly progressed through 
the video. During the debriefng interview, P6 described how the 
tool helped: “I knew what he was saying in general, I just couldn’t 
think of the exact English words and that one came up right away." 
P7 discussed the benefts of the tool during fast signing, “It was 
defnitely useful, especially when the signers were going really fast 
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Figure 3: NASA TLX sub-scale scores from participants in the dictionary-search (n=8) and baseline prototype (n=7) conditions, 
with scores scaled to a 0-to-100 range. For all sub-scales, lower scores are better, i.e., indicating less perceived demand, less efort 
needed, less frustration, or better sense of performance success. Signifcance testing results from two-tailed Mann-Whitney U 
tests are also presented on top of the bars. 

because then I could double check to make sure that what I thought I 
saw was actually what I saw." 

4.5.4 Gradually making the span shorter prior to search. When 
encountering a difcult portion of video, participants often reduced 
the size of their span before initiating a dictionary search. When 
selecting a span to view a portion of video (and not to conduct a 
search), the average span width was 8.17 seconds (10.83 signs), while 
the length of spans immediately prior to a search request was 2.33 
seconds (3.25 signs). If a search result did not enable a participant to 
identify the meaning of signs in a particular span, some participants 
progressively narrowed the span width, to more precisely select 
the specifc video portion where they were confused, and then 
requested additional dictionary searches, as shown in Figure 6(a). 
While adjusting spans, participants’ gaze alternated between the 
main video region and the span-selection control, as shown in 6(b). 

In debriefng interviews, participants described watching longer 
segments to understand the context and then narrowing in on a 
shorter span that was difcult to understand. P5 characterized their 
approach as “narrowing it down and then pressing search." Other 
participants discussed the benefts of beginning with a search of a 
wider span initially, e.g., as P7 explained, “if I was just trying to get 
the general idea of a section, it was helpful that sometimes there were 
more signs in the up results besides like the specifc signs that I had 
selected because it gave more context and it was easier to understand." 

4.5.5 Using dictionary-search to confirm results afer initial transla-
tion. Among the 62 video sessions in which participants made use 
of the dictionary-search tool, in 40 cases, we observed participants 
using the search tool after they had already completed a full trans-
lation of the entire video. As illustrated in Figure 7, after writing a 
translation for the whole video, the participant reviewed specifc 

earlier portions, using the search tool, to confrm that they had 
correctly understood specifc signs. 

During debriefng interviews, participants talked about various 
ways in the search tool was useful in producing a more accurate 
translation. For instance, P7 discussed how the search results moti-
vated them to adjust their wording in the translation, e.g., saying, 
“I would go back and use the tool to make my translation more precise 
I guess. So, I could fx the sentences and the wording." Other times, 
the search results simply boosted their confdence in how they had 
understood the video, e.g., with P7 saying “sometimes that helped 
to confrm what I thought I saw." 

4.5.6 Participants struggled to find a sign if a diferent version was 
being signed in the results. In several instances, participants were 
confused when the citation-form of the sign displayed in the search 
results did not match the variation of the sign in the main video, 
often in the case of compound signs and depiction. In Figure 8, P5 
performed a search, but the specifc appearance of the sign in the 
video difered from the citation form shown in the dictionary-search 
results, which led the participant to glance back and forth between 
them to compare. Ultimately, the participant did not produce the 
correct translation for that portion of the video, suggesting that 
they did not realize this was a match to what they had seen. 

In debriefng interviews, participants how matching dictionary-
search results to signs in the video was more difcult for some video 
genres. For instance, P4 discussed how when a sign was produced 
with great emotion, e.g., in a theater video, then it was difcult 
to match it to a dictionary-search result with more neutral afect. 
P4 described their difculty with a video in which the signer “was 
showing emotion and then you would go in the searches and they 
wouldn’t. So it’s like, I guess you can get mixed up about the emotion." 
Participants suggested that the dictionary-search system could be 
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(a) 

(b) 

Figure 4: In (a), P5 viewed a video in a linear manner, us-
ing the span selection to progressively view short video seg-
ments. Horizontal bars indicate spans selected with respect 
to the total duration of the video. The frst span selected is 
at the bottom of the y-axis, with subsequent spans appear-
ing higher on the y-axis. Spans in blue dotted lines are those 
for which the participant pressed the “Search” button to con-
duct a dictionary search. The black lines at the bottom show 
the actual signs on the video timeline. In (b), P8 frst selected 
the entire video, played it, and then reduced the span to a 
smaller duration and moved the span forward progressively. 

improved by providing dialectical variations of each sign result and 
an example of each sign’s use in a sentence, e.g., P3 said, “It would 
be nice to see the sign in a context with more facial expressions or in 
a sentence like you have in other dictionaries." 

4.5.7 Diferences in span selections across genres of videos. As de-
scribed above, the 9 videos in the study were from three genres: 
natural conversations, educational videos, and theatre/poetry per-
formances. An analysis of the span-selection data captured by the 
prototype revealed that participants selected wider spans for the-
ater videos, as illustrated in Figure 9. When users were selecting 
a span simply to constrain the playhead to view a portion of the 
video, a Kruskal-Wallis test [H(2)=24.28, p<0.00001, η2 = 0.043 (Small 
Efect)] with Mann-Whitney post-hoc testing with Bonferroni cor-
rections, revealed that users selected wider spans for theatre videos. 
Similarly, when users were selecting a span as input to a search, 
the testing [H(2)=24.3031, p<0.00001, η2 = 0.12 (Medium Efect)] 
revealed that users also selected wider spans for theatre videos. 

(a) 

(b) 

Figure 5: P5 using the tool to produce a translation: (a) brows-
ing search results for a span and (b) after identifying the 
meaning of the sign FIGURE-OUT, typing into the transla-
tion text box to continue the sentence: "They give books to 
learn from and fgure out..." 

In debriefng interviews, participants discussed why they se-
lected spans of diferent widths for diferent genres. P6 discussed 
how theatre/poetry videos were challenging to understand gener-
ally, “This one had more of a poetic meaning and display; so, it did 
take more focus to understand it for the translation.". P5 described 
selecting spans while watching conversational videos in contrast 
to the theatre/poetry performances: “the conversational ones, when 
I chose these subspans were shorter, because they go back and forth a 
lot [between signers]. But the poetry ones I feel are more conceptual... 
so you can watch longer pieces. You don’t need to cut it down." 

P7 discussed how the width of selected span depended on the 
overall signing pace, but longer spans were generally needed for 
theatre/poetry videos due to the style of signing: “Some of the ones 
that were very visual, like the mushroom one and the moon one and all 
those ones that were ASL storytelling type of very fgurative language... 
It’s typically slower paced, and sometimes there’s a lot of repeated 
signs. Or there’s a lot of just a depiction that’s very visual and doesn’t 
have a lot of strictly vocabulary to go with it, but it’s more classifers. 
I found that I would sometimes need a longer chunk in order to use 
the tool and actually get relevant results of what was being signed." 

Participants were free to select spans that did not align precisely 
with the boundaries of when one sign ends and the next begins; 
however, the results of dictionary-search could be controlled more 
precisely if spans were selected more accurately. An analysis of the 
mean error (in seconds), between each span selection boundary 
and the nearest actual sign boundary, reveled that users were less 
accurate when selecting spans during theatre/poetry videos. The 
mean error for natural conversation videos was 0.19 seconds, for 
educational videos was 0.23 seconds, and for theatre/poetry videos 
was 0.55 seconds. A Kruskal-Wallis test [H(2)=5.2174, p=0.02236, 
η2 = 0.041 (Small Efect)] and Mann-Whitney post-hoc testing with 

https://H(2)=24.28
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(a) 

(b) 

Figure 6: P1 adjusting span width over time, while perform-
ing repeated search requests. (a) Blue dotted lines indicate 
spans for which dictionary-search was requested, and red 
solid lines indicate spans for which no search was requested. 
For spans 7 to 10, the width reduces over time. (b) When fne-
tuning span width, participant 8’s gaze moves between the 
video region and the span control. The yellow lines going 
from the span to the video are showing the gaze pattern. 

Figure 7: P7 had already completed an English translation 
for the entire video, and then they returned to a few ear-
lier regions of the video and requested dictionary searches 
to confrm their translation for specifc segments of video. 

Bonferroni correction, revealed that the error in the case of the-
atre/poetry videos was higher than for the other two genres. In 
debriefng interviews, P2, P6, and P7 discussed how aligning span 
selection with actual sign boundaries was more challenging for 
theatre/poetry videos. P7 explained that the type of signs within 

Figure 8: P5 glanced between a dictionary result for RE-
FLECT and corresponding portion of the video, where the 
sign had been produced in a diferent manner, leading to P5 
to believe they were diferent signs and ultimately produc-
ing an incorrect translation. The yellow lines going from the 
span to the video are showing the gaze pattern. 

such videos was a factor, “because of depiction... there weren’t clear 
boundaries as much in the signs because it was using classifers." 

5 DISCUSSION 
While prior second-language pedagogical research had investigated 
the challenges faced by students trying to understand texts with 
difcult vocabulary [16], no prior study had investigated ASL stu-
dents’ experiences and challenges through frsthand interview and 
observational methodologies. Our participants described how di-
alectical variation, linguistic types of signs, and various genres of 
ASL content led to comprehension challenges. We investigated how 
students currently approach understanding ASL videos contain-
ing unknown signs, revealing how students turn to online video 
streaming, video sharing, and social media sites in order to gain 
experience at understanding more diverse and natural examples of 
signing. While the proliferation of video social media and stream-
ing services has diversifed and increased available ASL content 
[60], most prior ASL pedagogical research on video comprehension 
predates the ubiquity of such sources, e.g., [14]. Our fndings moti-
vate the need for a tool to (a) support students viewing videos they 
seek from diverse sources and (b) with challenging content to 
support developing comprehensions skills. 

Study 1 also investigated students’ current workarounds for 
videos with difcult signing, revealing their dissatisfaction with ex-
isting ASL dictionary resources. These fndings aligned with prior 
work, e.g., [6], on the need for better tools to enable students in 
identify the meaning of an unknown sign. A unique focus of our 
study was that participants considered dictionary-searching chal-
lenges within the context of trying to understand a difcult video: 
We found students were frustrated at needing to leave their video 
to look up a sign in a separate website and their use of workarounds 
like repeated pausing and rewinding of videos. These fndings 
specifcally motivate HCI research on tools that support: (a) view-
ing and repeating short spans of video and (b) integrating the 
dictionary-search tool into the video-playing experience. 

Study 2 investigated the potential beneft of these tools. It 
frst compared the full prototype and a baseline prototype in which 
span selection was still available for constraining the playhead, yet 
the students had to use an external, existing ASL dictionary website 
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Figure 9: Box and whisker plots illustrating span widths for each video genre, in two cases: spans selected immediately prior 
to a search (top of graph) and spans selected not immediately prior to a search (bottom of graph). In each case, participants 
selected wider spans for videos in the theater genre. Median are indicated by vertical bars within each box, means indicated 
by x, and outliers by dots. Signifcant pairwise diferences are marked with asterisks: ∗∗ if p < 0.01, and ∗ ∗ ∗ if p < 0.001. 

as a reference tool. Our fndings revealed that the integrated search 
tool led to translations of greater accuracy and participants rated 
the workload lower. Prior work had examined at how using in-
situ dictionaries improve comprehension for non-native speakers 
[36], but this was the frst study to explore this in the sign-language 
context. Study 2 also investigated how users would actually interact 
with a such a system, using a Wizard-of-Oz prototype methodology. 
While prior HCI research had investigated students interactions 
with ASL dictionary-search interfaces, e.g., [3, 6, 25, 26], that work 
had focused on students trying to look up a specifc sign from 
their memory or search using a video of an isolated sign. Our 
novel observational fndings include how students engage with a 
dictionary search tool within the context of the overall video 
comprehension task, e.g., replaying and comparing the portions 
of the original video to potential sign matches. These observational 
fndings in Study 2 aligned with the interview-based fndings from 
Study 1, in which students had expressed frustration at losing their 
video-watching context when using a separate dictionary tool. 

Our observational fndings also revealed how students engaged 
in a dual use of the video player’s span-selection interface: (a) to 
constrain the playhead to progressive portions of video and (b) 
to specify input for dictionary search. Notably, usage (a) served 
as a probe within our analysis to identify the “window size" of 
video that students viewed as they worked through the challenging 
video. While some prior research on video analysis or annotation 
tools for linguists analyzing ASL videos had incorporated a span-
selection interface for labeling regions of videos, e.g., [39, 50], no 
prior research had investigated span selection in the context of ASL 

learners viewing video. Our fndings therefore motivate further 
HCI research on span-selection interfaces within this new context. 

Our analysis also revealed that video players with span-selection 
interfaces may be a useful probe during studies in which partici-
pants use such a tool to view videos may reveal their comprehension 
strategies. For instance, our analysis revealed diferences in span 
widths that users selected for diferent genres, and participants 
discussed how their selection of span width related to the linguistic 
properties, with wider spans for challenging theater/poetry videos. 
Similarly, when span-selection boundaries were compared to actual 
sign boundaries in videos, we observed more error during the-
ater/poetry videos. Thus, post-study analysis of the spans selected 
by individuals who view ASL videos may reveal insights for ASL 
linguistics or education researchers, and real-time analysis of spans 
could enable adaptive educational software capable of identifying 
when students are currently struggling while viewing a video. 

Overall, the fndings of this paper are relevant to several au-
diences: The current experience and workarounds of students 
that motivate research on integrated tools for students viewing 
challenging ASL videos will inform the work of accessibility and 
HCI researchers. Students’ perspective on factors that lead to chal-
lenges in ASL video comprehension, as well as the potential of 
span-selection video players as a research tool, will be relevant to 
ASL linguistics and education researchers. In addition, our fndings 
on the benefts of ASL dictionary search using extracted spans of 
continuous-signing video informs the work of computer-vision 
researchers. Specifcally, our fndings reveal a whole new sign-
recognition task of using a sub-segment of a continuous video as 
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input for ASL recognition. Traditionally, when ASL recognition 
researchers consider processing continuous ASL videos, it is in 
the context of machine-translation to English text. Rather than 
providing fully automatic translation of a video, our fndings have 
revealed interest and benefts for students in attempting to under-
stand a challenging ASL video on their own with some integrated 
sign-searching supports. In addition, compared to recognition of 
videos of entire utterances, there are unique challenges when the 
input is a fragment extracted from a longer video. The selected 
span may not perfectly align with sign boundaries, the signs at 
the boundary may have been subject to co-articulation efects of 
signing beyond the span selection, and there will be less contextual 
information for the recognition system to consider. 

More broadly, our fndings speak to the literature on users inter-
acting with videos, especially when carefully scrutinizing video, 
e.g., when interacting with specialized video-editing software. While 
span-selection is less prevalent in video-player systems, several 
commercial video-editing systems, e.g., [31–33], allow users to se-
lect a segment of video. Some prior observational research had 
investigated users selecting spans while engaged in a video-editing 
task [34], and our study has extended span-selection interaction 
to the ASL education and video-search context. Other prior work 
had investigated educational software tools for students to select a 
segment of a spoken-language lecture videos while taking notes 
[10, 42] or integrated approaches to editing, sharing, and control-
ling spoken-language educational lecture videos [10, 57]. While 
there are diferences between the task of understanding an ASL 
video and understanding an educational lecture video in spoken 
language, our fndings on the benefts of span-selection interfaces 
for constraining the playhead and serving as a basis for integrated 
search tools may be relevant to that domain. 

6 LIMITATIONS AND FUTURE WORK 
Video stimuli in study 2 varied in frame-rate, bit-depth, compres-
sion, and frame scan (i.e., interlaced vs. progressive); these factors 
can afect video comprehension [29]. Since the videos were consis-
tent in both prototype conditions in study 2, these factors did not 
afect our results, but future research could investigate the experi-
ence of ASL students viewing videos that vary in these dimensions. 
While our research has focused on ASL learners and videos, future 
work could be extended to learners of other sign languages. 

While the Wizard-of-Oz dictionary-search output in our proto-
type simulated a single level of sign-recognition output accuracy, 
future research could examine how variations in the output qual-
ity would afect users’ experience to inform computer vision re-
searchers on the level of accuracy required. Analogous research has 
been conducted on isolated-sign search-by-video systems [3, 24, 25]. 

While our work revealed benefts of integrated, span-based 
dictionary-search during ASL video comprehension, future work 
could further explore the design space of span selection or presen-
tation of search results. Further, while study 2 revealed benefts in 
translation quality and lower workload scores, it did not investigate 
whether engaging in the task of watching a challenging video led 
to measurable learning efects among students; future work could 
examine potential short- and long-term benefts of such activity. 

Finally, our studies have focused on ASL learners, but the video-
playing and span-searching tool could be useful for other user 
groups, e.g., linguists annotating videos of ASL, or experienced ASL 
interpreters translating complex technical videos. Future research 
could investigate the design of tools for these related tasks. 

7 CONCLUSION 
Students trying to understand a challenging video is a key part of 
comprehension-skill development among ASL learners. However, 
there are limitations with existing tools for looking-up signs. Our 
interview study with ASL learners revealed users’ frsthand per-
spective on challenges they face during comprehension of such 
videos and their existing workarounds. These fndings motivated 
and suggested the design of a Wizard-of-Oz video-player prototype 
with an integrated dictionary-search, based on span selection. Our 
study revealed diferences between this prototype and a baseline 
(use of an existing ASL dictionary website) revealed benefts for stu-
dent’s accuracy of translation of ASL videos and subjective rating 
of workload. An analysis of how users interacted with the inte-
grated system also revealed diferences in use based on the genre 
and linguistic complexity of the video, benefts of the integrated 
design, and a dual use of span selection both as input to dictionary 
search and for constraining the video playhead. 

Our work motivates research and tools to address the needs 
of ASL learners engaged in comprehension of challenging videos, 
and our fndings inform future designers of ASL systems, com-
puter vision researchers working on sign-matching technologies, 
and sign-language educators or linguists. These fndings may also 
inform the design of video comprehension tools for other contexts. 
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