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ABSTRACT
Captions blocking visual information in live television news leads
to dissatisfaction among Deaf and Hard of Hearing (DHH) view-
ers, who cannot see important information on the screen. Prior
work has proposed generic guidelines for caption placement but
not specifically for live television news, and important genre of
television with dense placement of onscreen information regions,
e.g., current news topic, scrolling news, etc. To understand DHH
viewers’ gaze behavior while watching television news, both spa-
tially and temporally, we conducted an eye-tracking study with
19 DHH participants. Participants’ gaze behavior varied over time
as measured by their proportional fixation time on information
regions on the screen. An analysis of gaze behavior coupled with
open-ended feedback revealed four thematic categories of informa-
tion regions. Our work motivates considering the time dimension
when considering caption placement, to avoid blocking information
regions, as their importance varies over time.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in acces-
sibility.

KEYWORDS
Accessibility, Caption, Attention, Area of Interest

ACM Reference Format:
Akhter Al Amin, Saad Hassan, Sooyeon Lee, and Matt Huenerfauth. 2023.
Understanding How Deaf and Hard of Hearing Viewers Visually Explore
Captioned Live TV News. In 20th International Web for All Conference (W4A
’23), April 30–May 01, 2023, Austin, TX, USA. ACM, New York, NY, USA,
12 pages. https://doi.org/10.1145/3587281.3587287

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
W4A ’23, April 30–May 01, 2023, Austin, TX, USA
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0748-3/23/04. . . $15.00
https://doi.org/10.1145/3587281.3587287

1 INTRODUCTION
More than 360 million people across world, and 15% of US adults,
are Deaf or Hard of Hearing (DHH)who rely on captioning to access
auditory information in television programming [2, 4, 10]. However,
captions can also block important information on a screen, which
can lead to DHHviewersmissing crucial visual information and lead
to dissatisfaction with their viewing experience [2, 3, 5, 9, 24]. This
onscreen visual information may be graphical or textual, e.g., the
face of a personwho is speaking or some onscreen text that provides
important information. This paper provides insights about how
DHH viewers’ preference for these information regions change over
time and in-depth guidance for TV captioners on where to place
captions during a live TV news broadcast based on this dynamic
visual demand.

In particular, during live television news programs, common
screen layouts tend to contain a dense amount of visual information,
including various onscreen text or graphics (e.g., a headline text,
a scrolling news ticker) and potentially multiple individuals who
are speaking (e.g., during a multi-person interview or when a news
presenter speaking with a reporter) [3, 5]. During video with such
information density, it is not possible to place caption without
blocking something, and so a consideration of tradeoffs is necessary
about which region of the screen is least harmful to occlude with a
caption. If a captioner is making this decision during a live TV news
broadcast, there is little time available for them to make a rapid
decision about where to place the caption in a to block a region
of lowest importance. Research is needed to help captioners with
making this decision or to support the creation of tools that can
automatically place captions atop the least important region.

While there are several existing guidelines for caption appear-
ance and placement [8, 16, 17], these guidelines often contain only
general recommendations to avoid blocking content on the screen.
They do not address trade-offs necessary when placing captions
during information-dense video, nor are these guidelines specific
to news, an important genre of television programming that sup-
ports viewers awareness of emergency events, political and societal
engagement, and other important information. In addition, while
there are various metrics for evaluating the quality of captioning
during a video, e.g., [1, 11, 26, 41], most do not penalize captions
occluding onscreen content.
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Some prior work has sought to identify which information re-
gions on the screen during live television programming DHH view-
ers believe would bemost important to avoid blockingwith captions
[3, 5], with a goal of producing caption-placement guidelines or
evaluation metrics. However, a limitation of that prior work was the
source of this information about the importance of various regions
of the screen. Some work asked DHH individuals to subjectively
rate the importance of various information regions of a video [3] or
asked DHH participants to watch a video in which captions blocked
something and rate their experience [5]. However, a common ap-
proach within the HCI and accessibility literature is for researchers
to consider more direct behavioral measures of attention, rather
than depending solely upon indirect, subjective assessments from
participants, e.g., [7, 35, 47].

This work elicits DHH viewers’ attention distribution in tem-
poral space while watching live captioned video. We utilize eye-
tracking technology to capture which information regions on a
TV screen layout DHH participants looked at different points in
time in news videos. We compare the importance of various on-
screen regions based on attention distribution over time with the
importance of various regions captured using only subjective judg-
ments in prior research [3]. We create four thematic groupings of
on-screen regions with similar gaze distributions. For each group,
we also present a thematic analysis of open-ended feedback that
uncovers how participants perceived their division of atten-
tion over time and what factors led them to do so for the sets of
onscreen regions. Our findings inform better captioning guidelines
that take into account the relative importance of different onscreen
regions over time and the design of more sophisticated caption
evaluation metrics in the future that make use of behavioral data.

There are two empirical contributions of this research:

(1) Our analysis of the proportion of time DHH participants
viewed various regions of the screen during television news
video revealed a different prioritization of these regions’
importance, as compared to prior work that depended upon
subjective ratings from participants. These findings reveal
that direct behavioral measures of attention can shed new
light on DHH viewer’s use of information regions.

(2) Our analysis of attention over time on various information
regions revealed clusters of regions with similar attention
patterns, e.g., some which were most important during the
first few seconds of a video, some that drew sustained at-
tention over time, and some with occasional bursts. Partici-
pants’ responses revealed factors that affected how attention
was distributed, e.g., whether regions had static or dynamic
content, whether the content was textual, and whether the
content provided essential context for the news story. These
findings inform the work of broadcasters or captioning pro-
fessionals, e.g., in suggesting groups of information regions
which vary in their importance over time and thereby would
suggest prioritizing how to place caption text to avoid block-
ing specific regions during specific times.

2 BACKGROUND AND RELATEDWORK
As motivation for why we seek to understand which information re-
gions on the screen during live television videos are most important

for DHH viewers, some background is presented about prior work
on captioning guidelines and evaluation metrics, which generally
do not consider this issue of caption placement and occlusion of
onscreen content. Next, we discuss prior work that has investigated
how DHH viewers would prioritize various regions of a screen;
a limitation of this prior work is that it had made use of indirect,
subjective ratings from DHH viewers when determining the im-
portance of regions. Finally, we consider prior work on the use of
eye-tracking to analyze how viewers, including DHH viewers in
particular, distribute their attention when watching video; however,
that prior work had not specifically considered how DHH viewers
would prioritize various information regions, nor had that work
specifically considered television news video.

2.1 Prior Work on Guidelines or Metrics for
Captioning Placement

Prior work on caption placement had considered both a prospective
(where to place captions) and retrospective (were captions in a
video placed well) perspective:

• Researchers have investigated various approaches for se-
lecting where captions should appear on screen. Some have
focused on placing captions close to person who is currently
speaking [22, 23, 42].While changing the location of captions
too often can place a burden of viewers, who must visually
seek the caption on screen [29], such dynamic placement
technologies [12, 30] generally improve DHH viewers’ expe-
rience, e.g. by putting captions near the person speaking.

• Existing caption evaluation metrics, employed in commer-
cial settings, mainly measure the quality caption transcrip-
tions [1, 11, 26, 41]. While these metrics improve the quality
caption transcriptions, several research have shown that
captions blocking onscreen information may reduce DHH
viewers’ ability to perceive vital information that appear on
the screen [3, 4, 6, 9].

A limitation of these prospective guidelines and retrospective
metrics is that it had not substantially considered the issue of cap-
tions occluding other visual information content during videos.

Most relevant to our current study, some prior research has
intuitively detected a few important regions of the screen, e.g.,
the face of the person speaking, and avoid blocking those while
placing a caption using their software [6, 25]. However, this work
had considered a relatively limited set of visual elements on the
screen to avoid blocking with a caption, and it had not specifically
considered the broad range of information regions present on the
screen in information-dense videos, such as television news.

2.2 Prior Work on Identifying Important
Regions to Avoid Occluding with Captions

In an effort to produce more sophisticated guidelines or metrics
that considered this issue of captions blocking information regions
during live video, there has been some prior work that has sought
to understand DHH viewers’ subjective judgments about the im-
portance of information regions that appear on a TV screen. Amin
et al. [4] have itemized a list of information regions that in often
appear across 6 television genres. They conducted a study in which
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participants gave their subjective judgement of how important each
of these regions were for videos in each genre, and they used this
dataset to develop an occlusion-based metric to evaluate the quality
of caption placement in videos.

In later work, Amin et al. [5] asked participants to view videos
in which captions blocked information regions on the screen and
assign a quality score to each video; a regressionmodeling approach
was used to develop a caption-placement quality metric in videos,
which penalized placements of captions based onwhich information
regions were blocked.

A limitation of this related work on understanding the impor-
tance of information regions that appear in videos is that it had
relied upon subjective ratings from DHH participants, rather than
direct behavioral measurements of visual attention. Participants’
recollection of how their attention was divided across informa-
tion regions may not match their actual behavior. In addition, be-
cause this prior research had relied upon overall subjective judge-
ments, rather than behavioral measures, this work had not explored
whether the importance of regions of the screen may vary over time
during a video. For instance, not all information may require some-
one’s continuous attention: only a few seconds might be sufficient
to comprehend a short piece of text on the screen, whereas some
other information may require users’ longer or more continuous
attention.

2.3 Prior Work on Measuring Visual Attention
of DHH Viewers During Video

There have been several research studies that have attempted to
predict users’ regions of interest within a video frame or image [3,
14, 20, 33, 42, 46], and many researchers have employed users’ eye-
tracking data in modelling regions of interest within an image [46].
Other work has utilized eye-tracking to measure users’ distribution
of attention while performing tasks, e.g., [37, 44]; such gaze-pattern-
based task modelling demonstrates how a users’ gaze can reveal
the saliency of information [13, 31, 43].

For DHH viewers specifically, some research has employed users’
eye-tracking measurements to train machine learning models to
estimate where DHH viewers might distribute their attention given
certain types of video or content appearance [14, 15, 38]. In fact,
by collecting users’ gaze measurement, Zheng et al. attempted to
estimate salient frames within a video [33]. Most relevant to our
research, Kuno et al. and Hu et al. have proposed a gaze adaptive
caption placement technique that follows users’ gaze and try to
place caption near to that location [23, 30]. However, such tech-
nologies require the viewer’s gaze to be tracked with eye-tracking
while they are viewing a video, which is not practical in most
television-viewing contexts.

To understand what regions of a video are most salient, some
researchers have collected datasets using eye-tracking technology,
to determinewhere (non-DHH) viewers tend to focus their gaze, e.g.,
[36, 45]. However, such datasetsmay not generalize to DHHviewers,
as prior work has revealed significant differences in gaze behavior
between DHH viewers and hearing individuals [45]. Therefore, it
is important to determine how DHH viewers’ gaze distribution on
an information region dataset varies over time and what are the
key issues that influence these gaze behavior. No prior work had

collected eye-tracking data to investigate this attention distribution
over time among DHH viewers for the various information regions
in television news video.

No prior study has conducted an in-depth analysis of DHH view-
ers’ gaze behavior when watching information-dense live television
news; our study addresses this gap in knowledge, which would be
valuable for providing guidance for broadcasters or captioning pro-
fessionals who must decide where to place captions for such video.
Whereas some prior work on caption placement and occlusion of
information regions during video had asked participants to give
subjective judgements, direct behavioral measures of attention dis-
tribution may reveal how attention shifts over time.

3 RESEARCH QUESTIONS
In our first research question, we compare an importance ranking
of information regions based on users’ gaze patterns with a prior
ranking of the importance of information regions based on DHH
viewers’ subjective judgments [5].
RQ1 Is there any difference between what DHH viewers believe

they are paying attention to and what their actual gaze be-
havior is when they are looking at a captioned video?

An additional advantage of analysis of eye-tracking recordings of
visual attention is that it can also reveal shifts in attention over
time, an issue which was not investigated in prior work on caption
placement [4, 22, 23, 42]. Our next research question considers the
patterns in how attention changes over time for various informa-
tion regions in news video, as well as whether information regions
fall into groups based on this analysis. We then triangulate partici-
pants’ open ended feedback with the behavioral data to formulate
a clustering of information regions in news video and to reveal
factors that participants believe led to their attention patterns:
RQ2 What will be DHH viewers’ gaze behavior over time while

watching live captioned videos?
(a) Is it possible to define categories of information regions

based on an analysis of the attention curves?
(b) What factors do participants believe explain their attention

over time?

4 METHODS
4.1 Construction of Video Stimuli Dataset
We assembled a set of stimuli videos from various news TV channel
sources, to satisfy several criteria:

(1) Since we aim to investigate how DHH viewers distribute
their attention toward different onscreen information areas
in TV news videos, we restrict ourselves to such videos only.

(2) Videos had to include information regions that are common
in the TV news genre. We considered a set of information
regions that had been enumerated in prior work that had
analyzed such videos [5].

(3) The videos we selected did not include contentious or emo-
tionally disturbing topics, which could have affected partici-
pants’ preferences.

(4) Unlike video stimuli sets assembled in prior research on
caption occlusion [2, 5], we placed captions so that they did
not block other information regions. The rationale for this
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choice was that our data analysis will focus on how DHH
viewers’ gaze moves across various information regions on
the screen, and we sought to remove the potential confound
of occlusion from captions in this data collection.

We reviewed 100 video samples from 15 TV channels and selected
a total of 28 video stimuli from 9 TV channels. While selecting these
videos, we ensured the screen layouts of these videos align with
[3]. The layouts are as follows:(1) only news presenter appear on
the screen; (2) both the speaker and listener appear on the screen;
and (3) a news reporter is speaking from a location outside the
television studio.

From each video, we created two versions of stimulus, by placing
captions onto the video in one of two screen locations commonly
used in the broadcasting industry. The locations are (1) the lower
third of the screen and (2) the upper third. In this way, we created a
total of 56 video stimuli from our selected 28 videos. All videos were
resized to a uniform height of 720 pixels, and the width was adjusted
according to the aspect ratio of the original video source. Notably,
the length of each video stimulus was between 40 and 50 seconds.
A previous eye-tracking study with participants drawn from a
specific sub-population had demonstrated how 40-second videos
were sufficient for analyzing gaze behavior [27]. Each participant
watched 28 videos in a randomized non-repetitive manner.

In our video stimuli, we engineered the captions so that they
accurately transcribe the spoken content. Also to maintain the stan-
dard captioning properties, we set the caption font size to 14, the
font color to white, the caption background to black, and the font
style to Arial. To simulate natural latency(3-6 seconds) of live cap-
tioning scenario, we have retained the time duration of visibility of
each caption to be at least three seconds. After preparing a caption
file following this protocol, we have burned the captions into the
video, to produce stimuli for our study, so that regardless of the
player software or platform used to display the videos, the captions
would appear in a controlled location on the screen, occupying at
most 10% of the total area of the video screen.

4.2 Area of Interest Annotation
After constructing this video stimuli dataset, we examined each
video to annotate the location and timing of each information
region that appeared on the screen, using as a basis the set of
information regions from a prior study on live television video [3].
First, we extracted the individual frames from each 30-frames-per-
second video; our annotation occurred on each individual frame of
video. For each frame, we drew rectangular shape [18, 32] around
each information region to annotate. After this initial annotation
performed by one researcher, two other researchers reviewed every
frame to ensure that the rectangular boxes sufficiently contain
each information region in that image, while remaining as tight
as possible. The two researchers performed this task together and
discussed their work. The set of information regions annotated in
each video consisted of:

(1) Current Discussion Topic (text displaying the headline of
the news story),

(2) Listeners’ Face (when there is a person onscreen who is
listening to the current speaker),

(3) Scrolling News (moving text describing various news story
headlines),

(4) Speakers’ Face (the face of the person speaking),
(5) Logo of the Channel (graphic identifying the news network),
(6) Speakers’ Location (text describing the geographic location

of the person who is speaking),
(7) Speakers’ Name (text identifying the person speaking),
(8) Current Time and Temperature (text displaying this infor-

mation),
(9) Program Title (text name of the television program),
(10) Over the Shoulder Text (text appearing behind the shoulder

of the person, common in news broadcasts), and
(11) Over the Shoulder Video or Animation (videos or animation

appearing behind the shoulder of the person).

4.3 Technical Setup
We used a Tobii Pro Nano remote eye tracker with a 19-inch screen
(resolution 1920×1200), and participants sat with an eye distance
of 65cm from the screen [29, 40]. The distance was based on the
recommended distance for the device. After calibration, partici-
pants were instructed to remain relatively still until each video
stimulus segment finished playing. We displayed the 28 videos to
each participant, in random order.

The eye-tracking system recorded the horizontal and vertical
screen coordinates where the eye is aimed. Human eye gaze tends
to move rapidly from one location to another, during movements
called saccades. Moments when the eye is relatively stationary
are called fixations. The recorded data was preprocessed using
the iMotion software’s fixation filter, with the following settings:
velocity threshold = 30 pixels/samples, distance threshold = 30
pixels [29]. Because the videos contained primarily dialogue scenes,
smooth-pursuit eye movements (in which a user visually tracks a
moving item across the screen) were not analyzed in this study, as
they are uncommon for this video genre.

A semi-structured interview session was conducted twice during
the study: (1) after participants finished watching half of the video
stimuli, and (2) at the end of the study. We asked participants to
share their experience with watching the videos, and we asked what
aspects of the videos and the information regions might have influ-
enced their gaze behavior. This approach was motivated by prior
work that had revealed how participants’ qualitative responses com-
plement eye-tracker-based gaze behavior data [28]. Our questions
are shared assupplementary electronic files with this paper.

4.4 Participants
Participants were recruited through advertisements on social net-
work groups and university student groups, with two screening
questions: (1) "Do you identify as Deaf or Hard of Hearing?," and
(2) "Do you use captioning when viewing videos or television?".
19 participants (6 men, 10 women, 3 non-binary) who responded
yes to both questions were eligible to participate, with mean age
27.33 years (SD=6.46). Sixteen participants identified as D/deaf, and
3 as hard of hearing. Participants indicated spending on average 3
hours per week watching captioned news programs on TV.
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5 ANALYZING DHH VIEWERS’ ATTENTION
DISTRIBUTION ACROSS INFORMATION
REGIONS

5.1 Data Analysis
Eye-tracking data is usually processed into a list of the fixations that
occur during a study, each with a: start-time, end-time, horizontal
and vertical screen coordinates, and other information. To facilitate
analysis, we perform one more step of processing on the fixation
list. We had previously defined regions of the screen (during spe-
cific time durations of each video stimulus) that are important to
consider; such regions are called “Areas of Interest” or AOIs. Each
information region (the speaker’s face, the text on the screen dis-
playing the current news headline, etc.) had been defined as an
AOI, consisting of the shape and location of the region and the time
duration when it was visible. Each fixation in the fixation list can
thus be labeled as to whether it was within an AOI. For each AOI,
we generate a "proportional fixation time," which is the sum of the
duration of all fixations on this AOI, divided by the total time of
the recording segment. This data reveals the distribution of DHH
viewers’ gaze on each AOI.

5.2 Findings for Research Question 1
Figure 1 (a) displays the proportional fixation time of our partici-
pants across the various information regions in the news videos dis-
played in this study and Figure 1 (b) represents ranking of weights
across various information regions in the news videos, as had been
identified in a prior study [5]. In that prior work, researchers had
asked DHH participants to report their subjective numerical rating
of how bad it would be if captions blocked various information
regions on the screen during TV news. For example, in that prior
study, ‘Scrolling News’ was identified as top ranked whereas DHH
viewers’ gaze behavior in our study revealed low gaze time on that
region. Furthermore, from the eye-tracking data in our study, we
observed substantial gaze time on the ‘Listeners’ Face,’ whereas
‘Listeners’ Face’ was relatively lower ranked in that prior study.

Our comparison between the findings of a prior study based on
subjective ratings and our current study based on eye-tracking data
indicates the potential for direct behavioral measurements of visual
attention to reveal new insights about which information regions
on the screen are most used by DHH viewers during news videos.
Given this, the following section will discuss how eye-tracking data
can provide deeper insights, based on how attention may shift over
time, and whether some information regions have similar patterns
regarding this.

6 DHH VIEWERS’ GAZE BEHAVIOR OVER
TIME FOR EACH INFORMATION REGION

6.1 Data Analysis
To address the second research question, we analyzed the eye-
tracking data to generate a continuous graph of the amount of
fixation over time for each AOI, to determine how DHH viewers’
gaze patterns and attention shifted over time across the areas of
interest. In the subsections below, we include plots that display
the fixation time for each information region, over time, averaging
across all participants and all video stimuli in the study. This graph

(a)

(b)

Figure 1: (a) Mean Proportional Fixation Time for informa-
tion regions that appeared during news videos shown in our
study, revealing an overall ranking of these regions based on
the amount of time participants looked at each. (b) Data from
a prior study [5], showing average of DHH participants’ sub-
jective numerical rating of the importance of information
regions that appeared on the screen in news videos. Speaker’s
Face consists of data for eye and mouth regions, which had
been considered individually in [5].

depicts how viewers’ attention on a particular information region
changes over time. The X-axis of these graphs refer to proportional
fixation time scaled on a ‘0%’ to ‘100%’ scale where ‘0’ represents
no attention and ‘100’ represents maximum attention.

Considering these graphs, which indicate howmuch participants
were looking at each information region at various points in time
during videos, may reveal whether some regions receive similar
patterns of visual attention over time. For instance, some informa-
tion regions on the screen may receive attention only in the first
few seconds of a video, with a steep decline thereafter. To arrive
at a categorization of the graphs for each information region, to
identify regions with similar patterns of attention over time, we
have employed rule-based approach by defining some subjective
characteristics of these graphs [34], as follows:

• Overall heights of the curves
• Overall shapes of the curves
• Width of peaks throughout periods of sustained attention

Two researchers examined these graphs based on these shape
properties, and a discussion took place between researchers to
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consolidate this into the set of four groupings that correspond to
four subsections below.

Next, to analyze the interview and behavioral data from the
study qualitatively, we employed a mixture of deductive and induc-
tive approaches [21] wherein these high-level groupings of graphs
were used as a deductive framework. First, two authors read all 19
transcripts to build familiarity, then during a subsequent reading,
they individually took notes to produce initial codes, which they
collated and collapsed into two individual code-books. Each then
investigated underlying patterns among their codes and formed
initial categories, falling under each of the four graph-shape group-
ings. The authors then met to review their initial memos, to identify
similarities and differences. During two three-hour meetings, the
authors performed an initial thematic grouping within each cate-
gory, which led to final themes, which were presented and discussed
among the rest of the team to be finalized.

6.2 Findings: Group 1: Peak Followed by Slowly
Decreasing Sustained Attention

Based on the shape of the attention curves for our information
regions, as depicted as the jagged lines in the Figures throughout
Section 6, our first grouping is characterized by a shape that consists
of a peak followed by slowly decreasing sustained attention over
time. The three information regions whose attention curves were
categorized into this grouping were: Discussion Topic, Scrolling
News, and Over the Shoulder Text. The overall shape of the graphs
is highlighted by a smooth best-fit curve appearing as a solid line
in Figure 2(a), based on a power-series best-fit of the average of
the curves, and its shape suggests that viewers were more likely to
look at these regions at the start of the video. However, they also
continued to direct some attention to these regions throughout the
video, as evident from the gradually decreasing attention over time.
A common feature of these three information regions is that they
consist of textual information, and the text is generally short and
can be read quickly. (For scrolling news headlines a few seconds
may be needed for the text to move along in order for it all to be
read.)

In their open-ended feedback, participants discussed how their
attention was distributed over time on these information regions
and the factors affected their attention:

• High attention priority: Participants discussed the im-
portance of not blocking these regions, e.g., P12 said “The
information on the bottom, the discussion topic, and the run-
ning headlines should be visible at any time. I want to be able to
read those things and have those things not be blocked. It is fine
if some of the information is blocked for a few seconds." This
suggests that while it might be okay for the captions to be
blocked momentarily, these regions should stay unblocked
throughout the video.

• Initial visual scan: Besides slowly decreasing sustained
attention, another feature of these graphs was the peak at
the start. Four participants’ mentioned how they tended to
look at these information regions for the first few seconds
of a video. For example, P10 commented how they looked
at the, “discussion topic first, then ... - whatever captures my
attention first.” P7 commented how at the beginning of a

video, it was important to see “the text on the bottom (current
discussion topic), the scrolling text...”

• Providing important context: Participants’ also discussed
why these regions are important for their viewing experience.
Participants mentioned how the discussion topic provided
them with important context needed for comprehending the
content, especially at the beginning, but it was also important
for it to always be available. For instance, P16 commented
“It’s good to see the discussion topic stay there the whole time ...
in case I need to reference it.” Similarly, P19 mentioned how
any texts that appear over the shoulder of the news presenter
was also crucial. “I always look at the other text [referring
to the over-the-shoulder text], and I also always look at the
speakers faces, so you would never want it over the face or over
the text.” (The "Speaker’s Face" information region appears
in grouping 2 below.)

6.3 Findings: Group 2: Sustained Attention
Based on the shape of their attention curves, the second grouping of
information regions we identified were those which had a high level
of sustained attention over time, throughout the video. Within this
group were the following information regions: the Speakers’ Face,
the Listeners’ Face, and the Over-the-Shoulder Animation/Video.
As illustrated by the smooth best-fit curve displayed as a solid line
in Figure 2(b), the overall shape of the attention curves reveals
continuous attention to these information regions across the entire
video duration.

Participants discussed how they perceived their their attention
shifting across these information regions, and their open-ended
comments also mentioned factors why they believed these regions
of the screen drew their attention:

• Human Faces Convey Emotion and Subtext: Faces that
appear on the screen provides emotional information, intent
of the speaker, and how the listener is responding. P15 ex-
plained how facial expression and body language is related
to the content: “Again the person’s mouth and facial expres-
sion and sometimes body language [are important]. You can
really get a lot of information from body language and facial
expressions about the context of the video.” Viewers tended
to look not only who is speaking but also other individuals
who are listening, and P12’s comment reflects this: “ The face
is the most important, even if someone is not talking. I would
like to watch what their speaking, how their body language
is.”

• Dynamic Nature of the Information: Three participants
mentioned how the dynamic/moving properties of these
information regions attracted their gaze when watching a
captioned news video. For instance, P21 commented, “We
have peripheral vision. When something changes, it is easy to
notice and then decide if I want to read it or keep looking at
it.” Since these information regions consist of large moving
visual elements (faces or video/animations), the movement
of those regions may draw attention. Similarly, P12’s com-
mented how their attention was drawn due to these infor-
mation regions’ “dynamic nature across screen. Yes, it’s like a
reflex. When I see something move, I automatically look to see
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(a) (b)

(c) (d)

Figure 2: Curves depicting the relative percentage of attention over time for (a) three information regions (Current Discussion
Topic, Scrolling News, and Over-the-Shoulder Text) across all videos and all participants, along with a smooth power-series
best-fit curve for the average of all three regions, (b) three information regions (Speakers’ Face, Listeners’ Face, and Over-
the-Shoulder Video/Animation) across all videos and all participants, along with a smooth power-series best-fit curve for the
average of all three regions, (c) three information regions (Speakers’ Name, Program Title, and Speakers’ Location) across all
videos and all participants, along with a smooth power-series best-fit curve for the average of all three regions and (d) two
information regions (‘Logo of the Channel’ and ‘Time and Temperature’) across all videos and all participants, along with a
smooth power-series best-fit curve for the average of both regions. Based on curve height and shape, we have categorized the
information regions into four groups: "Group 1," which is characterized initial higher attention and then slowly decreasing
sustained attention, "Group 2," which is characterized by sustained attention over time, "Group 3," which is characterized by
low attention over time with some sharp peaks, and "Group 4," which is characterized by very low attention.

what happened on that area of the screen. It definitely impacts
where you look during the video for sure.”

• Identification of Speaker: Participants mentioned how
following who the current speaker is and who is saying what
is necessary when understanding the content of the video.
Several participantsmentioned how seeing the speakers’ face
allowed them to know who is speaking, e.g., P16 commented:
We need to know who is speaking the speaker or whoever is
speaking on the screen. I typically look at the speaker.

• Providing Context: Participants also discussed how any
video/animation that appears over the shoulder of the person
speaking can support their understanding of the topic of the
news story, e.g., P8 mentioned, “If there is a picture or video
[over the shoulder] connected to what is being talked about,
and then the discussion topic or description on the bottom, then
I know the context of the video.”

6.4 Findings: Group 3: Low Attention with Some
Peaks

Based on the shape of attention curves over time, our third group of
information regions included: text displaying the ProgramTitle, text
displaying the Speakers’ Location, and text displaying the Speakers’
Name. As illustrated by the smooth best-fit curve shown in Figure
2(c), the general shape of these curves was a low amount of attention
over time. There was a gentle peak at the beginning, but much
less pronounced than for Group 1, and the overall graph height
is lower than for Group 1. As shown in the jagged lines in Figure
2(c), which depict the proportional fixation data for each of the
three information regions, there were some peaks of attention over
time throughout the video, albeit at a low proportion of attention
overall. Unlike the peaks in attention over time during the Group 2
information regions, the peaks in the recordings for Group 2 are
sharper or more narrow, indicating brief glances at these regions.
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In their open-ended comments, participants discussed some of
the properties of these information regions—and commonalities
between them—which may explain why there were occasional
peaks in attention during the video:

• Understanding the source: Participants discussed how dur-
ing a news broadcast, when some information or opinions
were expressed, it was useful in those moments to under-
stand who was saying this, to understand their authority or
perspective. For instance P10, explained: “I would be more
interested in knowing who exactly was saying what." Further-
more, P18 commented, “Sometimes I see where the news is
from, for example like UK or something like that.” These fac-
tors can help to explain why during some videos, participants
may seek out the name or geographic location of the person
who is speaking, which may help to explain the occasional
peaks of attention observed for the three information regions
in this group.

• Static text requires only brief attention: All three in-
formation regions in Group 3 consist of a piece of static
text, which participants noted was short and could be read
quickly. Three participants mentioned how because of this,
they believe it would be OK if captions were to occasionally
block these regions. During moments when the text was
unblocked, it would be sufficient for them to take a quick
look, to learn the name of the news program, the name of the
speaker, or the geographic location of the news broadcast
or speaker. For instance P11, commented, “as long as the
information is static then blocking it is fine.” P8 commented
how sometimes the text for these information regions appear
partway through a video, and this appearance of the text
content is sufficient to draw their gaze briefly: “It was easy
to notice the additional text pops up [speakers’ name or title].
When text was being switched out, I would quickly move my
eyes to see and then go back to what I was watching.”

6.5 Findings: Group 4: Very Low Attention
Based on the height and shape of the attention curves, our fourth
grouping consists of two information regions: (a) the Logo of the
Channel and (b) the Current Time and Temperature. As illustrated in
the smooth best-fit line in Figure 2(d), the general shape of attention
curve for information regions in this groupingwas an extremely low
level of attention over time.1 Like Group 3, there is some evidence of
a small peak near the beginning, but there are relatively fewer peaks
over time. During our discussions of groupings of the attention
curves, we had considered whether to merge Group 3 and Group 4,
but we decided to present it separately here, given the overall lower
level of attention. Further, our subsequent analysis of participants’
comments supported this decision to present this fourth grouping
separately.

From participants’ open-ended responses, we have observed
some commonalities that might explain why participants’ attention

1We are aware that it is difficult to see the details in the graphs shown in Figure 2(d)
because the values are so low, but we decided to provide all of the attention-curve
graphs in this paper with an identical y-axis scaling, since graph height was a key
factor in distinguishing among groups. Within our electronic supplementary files, we
provide alternative versions of these graphs which are zoomed-in on the y-axis to
reveal greater detail.

to these information regions are relatively lower than for other
information region:

• Does not affect understanding of the news story con-
tent:Most of the participants explained how they tend not to
look at these information regions, as these were less relevant
to the news content they were watching. For instance, P13
shared that, “for the most part, there is some information that
is more important than others. Like the weather, temperature
isn’t as important as long as the other discussion topics and
news are still able to be seen.” P9 agreed and commented,
“time, temp, logos, doesn’t matter. I do not care, because I can
pull my phone out and find that information.” P11 discussed
how the integration between the main content of the news
story and the onscreen information regions affected their
importance, e.g., saying “If the information are related to the
topic, then it helps, but if it is not related to the topic being
discussed then it does not add any value.”

• Brief attention is sufficient: Even if someone wanted to
consult these information regions, participants indicated that
a very brief glance would be sufficient, which would not lead
to a high level of attention in the curves shown in Figure
2(d). For instance, P20 explained how for “the date and time I
only need to glance at briefly.” P7 believed these regions could
be useful, but a glance is what is needed, saying “things like
logo, time, weather, are still helpful and might be OK for me
as I just want to glance at the screen for that info.”

7 DISCUSSION
To address RQ1, we analyzed the behavioral data from our 19
DHH participants and found that importance-ranking of informa-
tion regions based on users’ gaze patterns was different from a
prior importance-ranking that had been based on DHH viewers’
subjective judgments [5]. For instance, Figure 2(a) revealed that
participants directed more attention to the text showing the current
Discussion Topic than Scrolling News text, yet participants in a
prior study that used subjective judgments rated scrolling news as
more important [5]. Further, in the current study, listener’s face was
ranked fourth in visual-attention priority, but it had been ranked
eighth in that prior study. These differences suggest the value of
direct behavioral measurements when investigating information
needs of DHH viewers of videos.

To address RQ2, our analysis of gaze patterns of DHH view-
ers was coupled with an analysis of their open-ended comments.
Prior work [5] based on subjective judgments had assumed that
the importance of onscreen regions remained the same over time.
In contrast, our eye-tracking methodology revealed how attention
changed over time. Our analysis revealed four groupings of infor-
mation regions, and within each, we were able to characterize this
gaze change over time. Participants’ comments also revealed some
reasons why their gaze behavior changed over time.

7.1 Why does attention change over time?
We had grouped attention curves on three primary properties, and
our analysis of users’ open-ended comments revealed factors un-
derlying the attention behaviors responsible for these patterns.
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7.1.1 Overall heights of the curves. Our attention curves varied
in terms of overall height. For example, the information regions
belonging to Group 1 (speakers’ face, listeners’ face, and discus-
sion topic) drew more attention than the rest, leading to higher
attention curves. This finding was aligned with prior work that had
simply considered an overall prioritization of various information
regions [3, 5]. Furthermore, our findings aligned with prior work
that had used eye-tracking to assess which areas of video drew the
attention of DHH viewers. For example, prior eye tracking research
has uncovered how the human face in captioned videos is a key
source of information that allows DHH viewers to lipread and to
understand the emotion and body-language of speaker [2, 45].

We interpret the overall heights of the curves as an indicator
of how DHH viewers prioritize their attention. For instance, we
observed low and generally flat lines corresponding to certain in-
formation regions, e.g., the information regions in the fourth group.
Participants’ comments revealed that group had less direct rele-
vance to the video content, e.g., logo of the channel or time tem-
perature (Group 4), and thus drew minimal attention.

7.1.2 Overall shapes of the curves. In our study, the attention
curves that resulted from eye-tracking measurements had more
nuance than just their overall height; our groupings of information
regions also considered the overall shape of the curve. For Group 1
and Group 3, we had observed higher-than-usual amount of atten-
tion at the very beginning of the view, which then leveled off over
time. This finding suggests that DHH viewers had engaged in an
initial visual scan of these information regions at the beginning
of the video. Such temporal nuance had not been revealed in prior
studies that had depended upon subjective judgements, rather than
direct behavioral measures.

Participants described how they had directed their visual atten-
tion towards information sources that provided them with overall
context on the topic of the video. Our findings align with prior
work in which DHH viewers had been observed while watching
sign-language-interpreted news broadcasts [45]; specifically, that
work had found that DHH viewers’ attention towards textual in-
formation gradually decreased over time, whereas their attention
towards human faces remained at a similar level across the video
[39, 45].

Broadly, our findings revealed differences between static regions
of information content, such as text displaying the headline of
the news story, and dynamic information content, such as moving
human faces or animated over-the-shoulder video. Generally, we
observed curve shapes for static content that revealed a "higher at
the beginning and then levels off" shape, with the more dynamic
information content maintaining more sustained attention over
time. However, this static/dynamic distinction is not binary, but
rather a matter of degree. For instance, the "scrolling news text"
information region is somewhere in-between. Viewersneed to linger
their gaze longer on this region until the full scroll of text has begun
to loop, but then it no longer required viewers’ attention thereafter.

7.1.3 Width of peaks throughout periods of sustained attention. The
attention curves for our information regions were not completely
smooth, but instead, the recordings included "spikes" over time,
whenever viewers’ attention was drawn to that information re-
gion during the videos. Our participants’ open-ended comments

indicated that their attention was drawn to regions of the screen
with movement or large dynamic changes, and this finding aligns
with prior work. For instance, some prior eye-tracking studies had
revealed how if there is any change or movement in a region’s color
within the screen, viewers tend to shift their attention to that area
[19, 36]. Besides how movement or color change can draw atten-
tion [14, 20, 33, 42, 46], our participants’ comments revealed why
their gaze lingers longer on some regions. For instance, in Group
3, we observed some narrow/sharp peaks when users glanced at
information regions that consisted of static text content, such as
the speaker’s name, only briefly. In contrast, in Group 2, we ob-
served peaks that were broader/wider, indicating longer, sustained
attention; the information regions in this group were dynamic
information regions containing faces or over-the-shoulder video.
Our observations align with prior work had found viewers’ gaze
lingered on human faces [43].

7.2 Design Implications
For individual captioning professionalswho are trying to create
high-quality captioned videos, our findings inform how to consider
where captions should be placed. During television news broadcasts,
the density of information regions means that there may be times
when there is no perfect location on the screen where a caption
should be placed such that it does not block something. Furthermore,
during live television news broadcasts, time is even tighter for
captioning professionals to make decisions about where to put
captions on the screen. Specifically, our analysis of attention curves
and our grouping of information regions suggests some design
considerations for caption placement:

• Group 1: Peak followed by Slowly Decreasing Sustained
Attention: During the first few seconds of a news video
story, it is especially important that any information regions
in this group should not be blocked. Later in the video, it is
also better to avoid blocking these high-priority information
regions, but not at the expense of blocking the dynamic
information regions in Group 2 below.

• Group 2: Sustained Attention: These information regions
generally receive continuous attention from DHH viewers;
therefore, captioners should not place captions in locations
that would block these information regions during a news
video. Unlike Group 1 and 3, our study did not reveal any
additional priority for these regions during the first few
seconds of the news story video.

• Group 3: Low Attention with Some Peaks: While lower prior-
ity than information regions in Group 1 or 2, the information
regions in Group 3 were higher priority than those in Group
4. However, if necessary to avoid blocking information re-
gions in Group 1 or 2, it could be OK to block these, as long
as there were some short gaps in-between caption blocks,
such that there were short periods of time when a viewer
could briefly see the text content in these regions.

• Group 4: Very Low Attention: These information regions
were the lowest priority for DHH viewers. If it is possible
to place captions without blocking any information regions,
then that is always best, but if necessary, it should not be
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problematic to block these regions. Since these are text con-
tent regions that can be glanced briefly, even if there are only
brief durations of time in-between caption blocks when these
regions are visible, this may be enough for DHH viewers to
read them briefly.

For policy makers and captioning regulatory agencies, our
findings can motivate the future development of more specific
guidelines for how captions should be placed during television
news programs that consider how DHH viewers’ attention changes
over time. Existing guidelines, e.g., from FCC or DCMP, do not
specifically guide broadcasters about which information regions
should not be blocked during news videos nor how to prioritize
among them. Further, those guidelines do not consider how some
regions may be vary in importance over time during a news video.
Therefore, a human judge must watch a video and make an intu-
itive judgment as to how to penalize when a caption occludes other
important information on the screen. Our findings suggest how spe-
cific information regions during news videos are important during
specific periods of time for DHH viewers. Thus, future captioned-
video-quality metrics could be invented that penalize occlusions
more severely during specific times during a video. For instance,
Group 1 occlusions are very bad during the first few seconds, but
occasional occlusions of Group-3 regions can be OK as long as the
content is briefly visible in-between each caption appearance.

8 LIMITATIONS AND FUTUREWORK
While this study provides empirical insights about how DHH view-
ers distribute their attention over information regions in news video,
future researchers would need to investigate how to update cur-
rent caption-placement guidelines or evaluation metrics to consider
some the findings of this study, specifically the new findings from
this study about how attention changes over time during videos.

Since this is an in-person study with eye-tracking equipment
conducted at our laboratory, in this study, we had to recruit partici-
pants from one geographic location. In future work, a study can be
conducted with participants with a wider range of geographic and
demographic backgrounds with respect to culture and language,
since that might give us a more diverse set data and help us under-
stand whether there is a similarity or difference between various
user groups. Furthermore, future research could include a control-
group experiment to elicit variation in attention behavior across
two groups of people who watch live news videos with and without
captions.

To fit within the resource limitations of this project, in this study,
we have focused on videos from the news genre, in order to obtain
enough measurements to investigate DHH viewers’ attention paid
to information regions that appear in that specific genre. Future
research could investigate viewers’ attention distribution across
a wider range of information regions and across a wider range of
video genres.

Prior research has shown that presence of American Sign Lan-
guage (ASL) interpreter on screen draws substantial visual attention
from DHH viewers [45]. Since regulations in most locations do not
require interpreters onscreen (and they rarely appear on local TV
news broadcasts), the study in this paper has not included videos
with ASL interpreters. However, future research can investigate

how inclusion of an ASL interpreter affects viewers’ attention dis-
tribution.

While selecting the caption properties, such as font size, color,
or background, for use in this study, we have selected only a single,
standard setting for these properties, based on the most common
way in which captions appear in live television programming. In
future work, researchers could repeat this study with a wider range
of caption appearance properties, to determine whether there is
impact on DHH viewers’ visual attention distribution over time.

9 CONCLUSION
When captions block useful information in a video, prior work had
revealed that this leads to reduced satisfaction among DHH viewers,
and there is a need for greater understanding of how DHH viewers’
prioritize their attention across regions of the screen, to help inform
the work of captioners or broadcasters in deciding where to place
captions, especially during news videos which contain a dense
amount of information content on the screen. Unlike prior work that
solely relied on DHH viewer’s subjective judgments of captioned
videos [5], our study has made use of eye tracking to investigate
DHH viewers’ attention across various information regions while
watching news videos.

An analysis of eye tracking data revealed a prioritization which
information regions should not be blocked, and notably, this ranking
differed from rankings in priorwork based on subjective judgements—
thereby suggesting the value of considering direct observational
measures of DHH viewers’ attention. Our further analysis revealed
a grouping of these information regions, based on DHH viewers’
attention patterns over time, with open-ended comments revealing
factors that lead to these attention behaviors.

Our study provides empirical evidence of the importance of
considering the time dimension when investigating DHH viewers’
attention during videos, with a specific focus on how to decide
which information regions should not be blocked by captions during
news videos. More broadly, our work contributes to the accessibility
and HCI research literature on captioning, and our findings inform
thework of captioners, policymakers, caption evaluators, and future
researchers studying occlusion in the context of captioned videos.
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