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Figure 1: In this paper, we present a dance video comprehension tool with span-based auto-identification functionality. 

ABSTRACT 
Analyzing dance moves and routines is a foundational step in learn-
ing dance. Videos are often utilized at this step, and advancements 
in machine learning, particularly in human-movement recognition, 
could further assist dance learners. We developed and evaluated 
a Wizard-of-Oz prototype of a video comprehension tool that of-
fers automatic in-situ dance move identification functionality. Our 
system design was informed by an interview study involving 12 
dancers to understand the challenges they face when trying to 
comprehend complex dance videos and taking notes. Subsequently, 
we conducted a within-subject study with 8 Cuban salsa dancers 
to identify the benefits of our system compared to an existing tra-
ditional feature-based search system. We found that the quality 
of notes taken by participants improved when using our tool, and 
they reported a lower workload. Based on participants’ interactions 
with our system, we offer recommendations on how an AI-powered 
span-search feature can enhance dance video comprehension tools. 
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1 INTRODUCTION 
Dance is a popular art form [106] characterized by aesthetic and 
often richly symbolic body movements [25]. For instance, poses in 
classical or formal dance styles, such as Bharatanatyam [6, 30] or 
Hula [96], hold profound symbolic significance [114] and encapsu-
late cultural narratives. This holds true for some more prevalent 
dance styles in the U.S. as well, such as Salsa [39] and Ballet [109]. 
Since many dance styles incorporate intricate techniques, expres-
sions, and formations, dance learners need to engage in imitation, 
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repetition, mental simulation, practice, and extensive performance 
observations [93]. An important first step in dance learning is often 
the analysis of movements [94], which can be achieved through 
dance videos [3, 51, 86, 116]. 

Certain dance forms, such as ballet, sometimes adhere to a pre-
established glossary of moves, prompting learners to focus on iden-
tifying sequences of named dance moves. Some digital resources 
for these forms offer comprehensive video catalogs that include 
formal names and metadata detailing associated properties like 
length, type, origin, body parts involved, and significance [39, 109]. 
However, the challenge arises when users seek to identify an unfa-
miliar dance move using digital video catalogs, as it necessitates 
specifying various properties. For individuals immersed in video-
based dance learning, this involves stepping out of the context of 
video-watching and selecting filters to uncover the desired name 
or information about a particular dance move. This process may 
appear challenging and cumbersome for dance learners. To stream-
line this experience, especially for dance styles that adhere to defined 
movement glossaries, we have developed and evaluated an advanced 
comprehension tool that features an automatic dance move identifi-
cation functionality. 

First, we conducted an interview study with twelve dance learn-
ers to explore their previous experiences watching dance videos 
and note-taking. Through thematic analysis, we uncovered the be-
havioral insights and challenges that learners encounter during 
video analysis and note-taking tasks using currently available tools. 
Those findings inform the design of our video comprehension tool 
and the selection of stimuli for the subsequent study. 

Notably, our tool enables users to automatically identify dance 
moves in a selected video segment. For this, we utilized the Wizard-
of-Oz method, a well-established approach in HCI for exploring 
future technology [24, 41, 55, 88]. Despite considerable attention 
and advances within the computer vision community for the au-
tomated recognition of dance poses [20, 21, 38, 85, 107], including 
approaches with accuracy rates in the low 90’s for specific dance 
styles [56, 63], improvements are still needed to perfect segmenta-
tion in dance pose estimation and recognition [27, 84]. This seems 
likely, given how recent years have seen promising advancements 
in gesture segmentation for complex motion sequences [57], and 
related areas like sign language [79]. As such, the Wizard-of-Oz 
method allowed us to focus on exploring interface paradigms that, 
in the future, may allow the integration of dance pose recognition 
into a notes-taking framework. 

To do so, and following the first interview study, we conducted 
an experimental study with eight additional dance learners to study 
how dance learners engage with Cuban Salsa videos during a video 
analysis task using our system, and if dance pose recognition tech-
nology would effectively aid them in the process. Our findings 
revealed the benefits of our comprehension tool with in-situ dance 
move auto-identification capability over a feature-based identifica-
tion approach, showcasing improved note quality and enhanced 
subjective performance, coupled with a reported reduction in work-
load. Observational findings revealed participants’ interactions with 
the system, including using the span-selector and auto-identify fea-
tures, and highlight remaining challenges. 

Our findings inform computer vision researchers and designers 
of interactive technologies to support dance learners. To summarize 
our contributions: 

• We provide empirical evidence demonstrating that a dance 
video comprehension tool, equipped with video-span-based 
auto-identification features for dance moves, enhances the 
user experience for dance learners. Further, we offer initial 
insights into the usage of this auto-identification system, 
particularly in understanding user-generated segments’ fre-
quency and accuracy. 

• We identify a novel task for computer vision researchers: 
utilizing a user-defined segment of a formal dance video as 
input for a system that automatically identifies dance moves. 

• Based on our interview findings and subsequent prototype 
design and evaluation, we propose design recommendations 
on how to employ a timeline-based video playhead and struc-
ture the results list in a dance video comprehension tool 
featuring in-situ move identification functionality. 

2 BACKGROUND AND RELATED WORK 
HCI researchers have been developing tools to help dancers con-
ceive and produce dances. Since dance is a kinesthetic experience 
[103], many of these technologies have focused on providing visual 
idea generation that supports the iterative and interactive nature 
of the choreographic process [17]. While some researchers have 
focused on using augmented reality [54, 61, 62, 97], virtual reality 
and motion capture technology [22, 62, 65], as well as 3D videos for 
learning dance [91, 92], our paper is centered on tools to support 
video-based dance learning. 

2.1 Using Videos for Dance Learning 
Like several other fields involving structured human movement, 
e.g., sports and exercises, videos for learning dance are also be-
coming increasingly popular [10, 20, 42, 51]. Video-based learning 
in e-learning “Dance and Choreography” programs has been en-
couraged [122], and learning from observation (visual learning) 
can also lead to better learning outcomes for recall compared to 
verbal instruction alone [74]. In recent years, especially since the 
COVID-19 pandemic, there has been an increased pedagogical shift 
in dance learning from in-class learning to remote learning, which 
involves greater use of recorded videos [74]. It has been shown 
that students benefit from online peer feedback on their dance 
recordings through comments and ratings [52], and activities such 
as collectively watching dance videos through Zoom’s share screen 
feature have also become common [52, 74]. 

Beyond simply enhancing visual learning, the use of videos in 
dance education extends to appreciating performances, enabling 
peer feedback, and fostering a sense of community among learners. 
This is evident in the research of Alves [4] and Doughty et al. [33], 
which explores the dissemination, storage, and display of dance 
performances to address limited rehearsal time and space. 

Cognitive scientists have also studied how dance learners pro-
cess and understand videos. Research has found that for dance, the 
ability to chunk continuous action streams into ordered, distinct, 
and interpretable units plays a vital role in facilitating motor learn-
ing, and such learning does transfer across dance forms [31, 60]. A 
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recent study further revealed high agreement among dance learners 
on the boundaries of individual dance steps [78]. This suggests that 
leveraging movement boundaries can benefit video analysis tools, 
as explored in our own study. 

2.2 Describing and Visualizing Dance Moves 
Capturing and documenting dance remains notoriously challeng-
ing. Dancers utilize diverse modalities to articulate and convey 
individual moves and sequences, including drawings, emotional 
descriptions, and time analyses [26]. Researchers and practitioners 
have further explored notational systems based on parameteriz-
ing body movement, shape, and spatial usage, e.g., using Laban 
Movement Analysis [66–68]. 

Researchers have also designed interactive screen-based visu-
alization tools to capture and visualize dense dance movements 
using computer animation-based information objects and interac-
tive graphics [43, 43, 83]. LifeForms, for instance, is a graphical 
interface that enables choreographers to sketch movement ideas 
in space and time. Famous American dancer and choreographer, 
Merce Cunningham, used it in his renowned dance “Trackers.” The 
system involved constructing movement sequences by selecting 
stances from menus through chance procedures, determining in-
volved body parts, the number of limbs moving simultaneously, 
and the type of movement [98]. LifeForms was later adapted into 
DanceForms, a choreography software that facilitates visual and 
kinesthetic learning, enhancing understanding of movement and 
choreographic design through on-screen visual representation of 
choreographic ideas [44]. 

Faced with the challenge of synthesizing dance moves using 
systems like the symbolic notation or the Laban description of 
body structure at a specific time [66, 67], other researchers have 
concentrated on enhancing keyframing-based motion with expres-
sive elements, e.g., EMOTE Model [23] and other multidimensional 
motion interpolation approaches [95]. The EMOTE model blends 
key poses and Laban’s Effort-Shape theory [68] to produce more 
naturally expressive synthetic gestures. Researchers working on 
computer-aided choreography have also developed dynamic models 
consisting of dance verbs, such as “to jump,” “to flip,” etc [53]. 

Given the inherent difficulty of describing dance moves and the 
variety of approaches, learners would greatly benefit from tools 
that provide access to exemplar videos aligned with corresponding 
segments in their own videos. Rich textual metadata that com-
bines simplified terminology with named dance move videos could 
further empower learning and detailed note-taking for accurate 
recreation. These considerations prompted us to explore the textual 
and visual content of individual result snippets in our system. 

2.3 Interactive Tools for Dance Learners 
Research in dance education has highlighted the cognitive dimen-
sions of technologically supported instruction, emphasizing the 
design principles inherent in creative multimedia technologies 
[28, 36]. Drawing inspiration from these creative design principles, 
researchers have proposed systems to support the dance commu-
nity [2, 15, 18, 19, 32, 35, 90, 101, 112]. 

2.3.1 Computational Choreography Tools. For over five decades, 
researchers have investigated computational choreography tools 

and automatic composition for dance, primarily for expert dancers 
and choreographers [69]. Some of the earliest systems, like Life-
Forms, have evolved incrementally over thirty years, transitioning 
from stance-based to sequence-based timelines, enabling users to 
work at a higher level and edit individual figure timings separately. 
Despite these advancements, users have underscored the usabil-
ity challenges of reshaping paradigms, emphasizing the need for 
flexible systems that accommodate pre-existing approaches [99]. 

Several other automatic composition tools have also been de-
signed. Swarm Simulation Toolkit, another early system, allows 
for dance movements based on the provided aesthetic rules [119]. 
Similarly, COMPOSE offers an interactive environment, allowing 
users to simplify tasks by switching between spatial and temporal 
views. It also provides a realistic animation of the final result [17]. 

Researchers have also explored using genetic algorithms to gen-
erate choreography for ballroom dance [70, 71, 81]. These algo-
rithms, comprised of defining a movement vocabulary, initializing 
movement sequences, generating mutants, and selecting mutant 
sequences, ultimately create a choreography [71]. Selection criteria 
are later used to test the “fitness” of the sequences [70]. Researchers 
have postulated that some of these approaches can be utilized for 
other ballroom dance forms with the same rigid structure but dif-
ferent types of steps and timing [81]. 

Researchers have explored automatic composition and simula-
tion tools designed to serve as both support systems for dance 
teachers and independent study aids for students [12, 17]. These 
tools can generate dance sequences distinct from those produced 
by humans and have the potential to enhance the human creative 
process, encouraging choreographers to view art from diverse per-
spectives. Soga et al. [105] further contributed to the line of research 
by classifying basic ballet steps into meaningful categories and frag-
mentary families for automatic ballet composition, introducing the 
“Web3D Dance Composer” for choreography using a predefined 
step list [104, 105]. 

While these systems primarily target expert dancers and choreog-
raphers, our focus differs as we aim to assist non-expert dancers in 
learning and understanding. Our approach involves enabling them 
to deconstruct existing choreography videos into individual moves 
instead of creating them from scratch. Despite this distinction, we 
can draw insights from the extensive research in expert-oriented 
systems to inform and enhance our investigation and the design of 
our proposed solution. 

2.3.2 Tools for Annotating Dance Videos. More relevant to our 
work are annotation tools for dance. A recent retrospective on 
two decades of dance research and HCI mentions several tools, 
including Choreographer’s Notebooks [121]. These tools provide 
multi-modal annotation capabilities, allowing choreographers and 
dancers to annotate video segments of dance videos remotely and 
asynchronously using various input forms, such as written com-
ments, sketches, images, and video demonstrations. 

One of the earliest annotation tools introduced a Tablet-based 
tool that facilitates multi-modal video annotation for contemporary 
dance videos [14]. This tool allows users to incorporate voice and 
pen-based (stylus) annotations on recorded videos. The ongoing 
work aimed to leverage motion tracking to define the dynamic 
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behavior of annotations. They also proposed capabilities to em-
bed images, web pages, and other videos within their annotations. 
Similar work introduced a choreographer’s notebook system that 
allows users to add comments on the video timeline in the form of 
color-coded text and sketches [101]. The system’s interface also al-
lowed users to maintain a journal documenting notes and progress. 
Certain choreographers’ notebooks have also adopted specific an-
notation schemes to describe the stage positioning of dancers in 
videos [112]. Other systems offer users expanded functionalities, in-
cluding annotation marks, audio descriptions, grouping comments 
[15], and peer-feedback activities [3]. However, these annotation 
tools were developed before recent advancements in dance move 
recognition. As a result, none of them have explored the potential 
of these advancements to enable new features, including in-situ 
movement/pose identification. 

El Raheb et al. designed an archival system offering browsing, 
searching, visualization, personalization, and textual annotation 
for dance recordings (motion capture data, video, and audio). Their 
primary focus was to support dance education by providing acces-
sible and intuitive tools. Notably, they employed a user-centered, 
iterative design approach, ensuring the system met the needs of 
its intended audience [36]. Their evaluation focused on four key 
features: searching and browsing by genre and metadata, locat-
ing specific recordings and annotations, using the timeline, and 
adding personalized annotations. Similarly, Singh et al. explored 
the design of commenting features for dance videos in a choreog-
rapher’s notebook, specifically focusing on insertion, exploration, 
and editing functionalities [102]. These two papers provide design 
guidelines in systems analogous to ours, closely aligning with the 
recommendations that emerged from our two studies. 

2.3.3 Archival Systems with Dance Move Searching Functionality. 
Recently, researchers have introduced extensive archival systems 
comprising repositories of multimodal dance recordings, accom-
panied by associated motion capture, audio, and visual data, to 
support dance analysis and learning (e.g., [36, 72, 89]). These sys-
tems may also allow manual annotations to be added along the 
video timeline, creating benchmark datasets for machine learning 
research, enriching dance video collections with expert insights, 
and stimulating discussions within the dance community through 
shared movement analysis. Some systems, e.g., BalOnSe, facilitate 
advanced searches using domain-specific vocabulary and metadata 
such as titles and featured dancers (e.g., [37]). While these sys-
tems are valuable for the dance community and research, they are 
not necessarily designed for learners to look up unfamiliar dance 
moves. 

Prior work on retrieval in the context of performance arts has 
also shown that dance learners and viewers would like to search for 
dance moves and sequences that exhibit certain affective qualities 
expressed by the dancer, and performance details, e.g., history, coun-
try of origin, dance costumes worn, spatiotemporal information 
about dancers, etc. [58, 59]. The extensive list of properties under-
scores the critical importance of properly contextualizing dance 
styles for effective understanding, even if the specific properties 
may vary depending on the use case. 

Commercial repositories of pre-labeled isolated dance moves, 
often called dictionaries, also exist online for various dance styles, 

such as Ballet [109] and Salsa [39], and allow feature-based searches. 
While these dictionaries are informative, they still require dance 
learners to know the dance move names or a substantial amount of 
other information for retrieval. For dance learners, a system that 
can does not require them to possess the name of the dance move 
would be more beneficial. 

Advancements in machine learning may soon enable the creation 
of systems where users submit a video of a dance move to identify its 
name and retrieve performance details [29, 76, 110, 115, 120]. In fact, 
some recent approaches have shown movement recognition accu-
racy in the low 90s when applied to dance videos downloaded from 
YouTube, i.e., recordings with inconsistent quality [63]. While these 
technologies are currently under development and improvement, 
a need exists to explore their potential utility for dance learners, 
how they could be integrated into video analysis tools, and how 
the user experience of video-based search function should be struc-
tured. Through interviews, we gathered firsthand insights into the 
experience of watching dance videos and taking notes as part of 
the dance learning process, informing the design of our system. 

3 INTERVIEW METHOD 
There has been limited prior research on the experience of dance 
learners engaged in the educational activity of watching a video to 
learn a new dance, especially regarding their note-taking behavior 
and identification of named dance moves. To this end, we asked: 

RQ1: What are the experiences and challenges of 
dance learners who watch videos to write notes? 

To answer this research question, we conducted interviews to 
investigate the difficulties that dance learners experience when 
closely watching dance videos and trying to take notes. 

3.1 Interview Procedure 
3.1.1 Interview Participants. To recruit participants, we posted an 
advertisement across various university dance groups and shared 
it on a dance subreddit. The advertisement included two questions: 
“Are you currently involved in dance or choreography?” and “Have 
you been engaged in dance or choreography in the past 5 years?” 
We invited individuals who answered yes to at least one question to 
participate in the study. Based on the standard interview participant 
sample size for similarly scoped studies [16], we recruited 12 dance 
learners, 11 women, and one non-binary person. The median age 
of participants was 21 (𝜎=2.6). Table 1 provides more information 
about the participants, including their dance experience and the 
styles that they specialize in. 

3.1.2 Protocol. Participants chose the location of the interview, 
either on our university campus (n=2), in a dance studio (n=2), or 
over Zoom (n=8). If the participants preferred Zoom, we asked them 
to conduct the interview in a room with ample space for them to 
move freely in case they would like to demonstrate a dance move. 
Participants signed an IRB-approved consent form for participation 
at the start of the study. Participants’ responses to demographic 
questions were also obtained at the start of the study. The interviews 
lasted an average of 42.4 minutes. Participants were paid $40 for 
participation in the interviews. 
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Participant Age Dance Experience Styles 
D1 19 More than 3 years Ballet, Salsa, Jazz, Tap 
D2 20 Between 1 and 2 years Ballet, Contemporary, Salsa 
D3 21 Between 1 and 2 years Hip hop 
D4 21 Between 2 and 3 years Ballet, Jazz, Tap 
D5 21 More than 3 years Kathak, Ballet, Lyrical Hip Hop, Salsa 
D6 20 More than 3 years Salsa, Tap, Jazz, Hip hop, Contemporary 
D7 20 More than 3 years Ballet, Jazz, Hip Hop, Tap, Palm 
D8 18 More than 3 years Salsa, Ballet, Modern, Lyrical, Irish, Jazz, Tap 
D9 21 More than 3 years Salsa, Jazz, Ballet, Hip Hop, Tap, Kick 
D10 21 Less than a year Lyrical, Musical Theatre 
D11 21 More than 3 years Tap, Ballet, Hip hop 
D12 29 More than 3 years Salsa, Bachata 

Table 1: Age, dance experience, and dance styles of participants recruited in the interview study. 

3.1.3 Interview Guide. In the first half of the interview, we asked 
the participants to share their dancing experiences using the story 
interview technique often used in prior HCI literature on dance 
[113]. The participants were asked to describe their journey of learn-
ing to dance, and the interviewer took notes while the participant 
freely expressed their experiences. During this process, if needed, 
the interviewer asked follow-up questions to gain a better under-
standing of the participant’s dance learning journey, including the 
styles they engaged in, when they started, their level of experi-
ence, any formal dance education they received, their performance 
history, and the frequency of their dancing activities. 

In the second half of the interview, we focused on comprehend-
ing the participants’ approach to learning dance, specifically using 
videos. We asked them to elaborate on the entire process, which var-
ied depending on the participant. We inquired about the techniques 
they used to memorize and recall dance sequences. We investi-
gated participants’ note-taking practices. We inquired about the 
mediums they use for note-taking, the nature of the content, their 
methods for referencing different segments of a performance, and 
their preferred structures for organizing notes. To contextualize 
our questions, we referred back to the participant’s prior dance 
experiences shared in the first half of the interview. 

3.2 Interview Analysis 
We video-recorded and transcribed each interview, assigning a 
unique participant code (D1-D12) to every dancer. Our transcripts 
also included detailed descriptions of any dance steps demonstrated 
and corresponding video time stamps. To analyze the data, we 
conducted a reflexive thematic analysis combining deductive and 
inductive approaches [13]. Two members of our team watched the 
interview recordings, read through all the transcripts, and generated 
codes to identify important themes. Throughout the coding process, 
we remained open to identifying bottom-up themes. 

4 INTERVIEW FINDINGS 
All twelve dancers mentioned watching dance videos. Seven dancers 
mentioned using YouTube, six mentioned watching short-form so-
cial media dance clips, and four mentioned different television 
shows. D8 described their experience: “I watch a lot of social media 

dance accounts, so I do get inspiration from there definitely... visual 
learning is the biggest thing... it’s just hard to explain without physi-
cally watching a performer’s body doing it.” D8 also stated that even 
expert choreographers watch dance tutorial videos as it allows 
them to learn alternative ways to teach: “...if they’re watching the 
tutorials, it can help you find different ways to explain the movements 
to other people that might make more sense.” 

During our interviews, five dancers reported that their focus 
while watching dance videos extended beyond simply observing 
the sequence of steps. D2 expressed this sentiment, stating: “I’d be 
looking at like the moves but I’d also be like looking at the dancer,... 
their emotions, [and the] message. Are they just having fun and show-
ing off their talents, or is there, something deeper going on. What is 
the environment? What’s the background?” 

D6 further emphasized that at times it is important for them 
to understand the deeper meaning behind a performance, stating: 
“Some contemporaries are really sad and have a really intense story 
and then others are just like beautiful and light-hearted and that sort 
so... I’m watching with like a critical eye, but also watching for the 
sake of watching.” Other dancers noted that they watch videos that 
have a shock factor (D5), leave them in awe (D3, D7), or have sharp 
moves (D8). Despite a strong interest in watching dance videos, 
dance learners often find it challenging to analyze these videos 
effectively when using them for learning purposes. 

4.1 Challenges with Video-based Dance 
Learning and Current Workarounds 

Participants described the challenges that they experienced with 
video-based dance learning. Remembering the sequence of dance 
moves in a video was found to be a challenging task by eight dancers. 
According to D1, “Some people are able to just watch and memorize, 
but some actually have to do the moves to memorize the dance.” Ad-
ditionally, the difficulty of memorization can depend on the genre 
of dance as stated by D1: “In tap, there are really quick little move-
ments, whereas for Jazz, it’s a lot of bigger movements, but it’s not as 
fast-paced as tap. So for me, I can just watch and memorize a Jazz 
dance.” D8 added that even though they find it easier to memorize 
individual moves, it can be more challenging to remember the tran-
sitional steps that connect the more notable moves: “It usually takes 
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me a little bit longer to connect those different segments together... the 
little in-between is where it can get a little more difficult to do.” 

Five dancers mentioned that they were accustomed to practicing 
in studios with their teachers facing in the same direction as they 
are. However, online videos are often mirrored, and the dancer faces 
the camera instead. D6 found this to be an issue, stating: “I find it 
impossible to learn when someone records the person by facing them, 
whereas like when you record from behind them, it makes more sense 
because, their right arm matches your right arm...” 

Dancers also described the challenge of learning from faster 
videos, with some being sped up to look more impressive. D4 com-
mented: “Sometimes they’re like sped up so it’s definitely harder to 
learn something when it’s sped up to look nice.” 

Participants also mentioned their existing workarounds when 
they had difficulty following dance videos. Seven dancers in our 
study reported frequently pausing while watching dance videos to 
focus on specific snippets, as stated by D5: “I’ll usually watch other 
people’s full choreography and then, just pause on like interesting 
snippets.” Dancers also noted the benefit of watching videos at 
a slower speed, gradually increasing the speed as they learn. D5 
acknowledged the usefulness of slowing down and how tutorial 
videos on YouTube already slow down the dance moves, stating: “I 
would slow it to 0.5 speed or something, and try to follow it. Other 
times, there’s more formal tutorials where like the choreographer will 
actually talk to you through every single move slowly.” 

Seven dancers reported that they typically learn dance video 
segments in parts rather than as a whole. D1 elaborated on this 
method, stating, “Instead of teaching the whole thing in one go, they’ll 
teach you little segments so that it’s easier to remember and you kind of 
just keep building on top of it.” Dancers described that this approach 
facilitates easier memorization of complex dance sequences by 
breaking them down into smaller, more manageable parts. 

D8 further explained that dance moves are often broken down 
into individual components and then combined using “tiny move-
ments that combine portions throughout the piece.” Four dancers 
mentioned that even within individual moves, sequences of move-
ments are often broken down into three to nine steps, depending on 
the style. Different dancers have different methods of identifying 
these steps. For instance, D9 explained that “you have people that 
count music 1-2-3-4-5-6-7-8, people that make noises [gave some ex-
amples of sounds], and people who mix noises and numbers.” D5 who 
specializes in Kathak mentioned that “the counts have like specific 
enunciation, so instead of saying like 1-2-3-4, it would be bha-tat-
thei-tat.” They further mentioned that these step count identifiers 
may be commonly known within the dance community or might 
have been developed in a specific studio. 

Overall, our participants reported employing strategies that in-
volve leveraging video player features and breaking dance routines 
in videos down into smaller segments or steps to streamline the 
analysis and learning process. Despite utilizing these workarounds, 
memorizing a dance routine from a video is a non-trivial task. 
Consequently, video analysis during dance learning is often com-
plemented by extensive note-taking. 

4.2 Note-taking as a Method for Learning Dance 
For dancers aiming to pursue a professional career in a formal 
dance, it is important to accompany their video analyses with writ-
ten notes that contain correct labels and precise enunciations for 
identifying the sub-components of a routine. This practice not 
only aids in memorizing complex dance moves but also facilitates 
learning technical terminology associated with various moves and 
communicating it with others. D5 mentions the significance of this 
approach, stating: "[...] the enunciated counts... and certain elements... 
like a spin with your hands... have specific names... our professor 
insisted that we jot those names down to have them memorized, in 
case another dance teacher inquires about them in the future." 

D6 said that note-taking and journaling were encouraged by 
teachers on recorded performances: “Our teachers would always 
encourage us to have journals and like to write down your corrections.” 
D8 stated that note-taking involves writing down your thought 
process for some moves: “Writing down what you did helps you 
remember where you’re going and where your thought process was 
at that time. So you can kind of pick up where you left off.” They 
further mentioned that it would be useful to attach notes to specific 
segments of video: “...if you’re trying to jog your memory of the 
choreography, having notes in there specifically attached to each part 
of the video would be really helpful tips to remember” 

Participants also talked about the challenge of textually describ-
ing a dance move while taking notes: “It’s a lot of almost like reverse 
engineering, you know you’re watching them and trying to sit you’re 
looking at it like okay how in the world do it (describe it).” D7 ex-
pressed a preference for using common terminology in their notes: 
“I’d probably honestly use terms that are more common in athletics, in 
general,.. a sumo squat you probably know, but a better idea of what 
I’m talking about.” 

Four participants also emphasized the importance of understand-
ing formations in understanding dance videos and transitional steps 
and mentioned their note-taking practices for both: 

D8: “It was a mix of the names of the dance moves and 
then stuff in my own words, that wouldn’t really make 
sense to anyone else. And then another thing... was draw 
the formation that we were in. So they would put Xs on 
a piece of paper, and then label which one was whom... 
So you kind of remember where you were as well.” 

In summary, our participants described how complementing 
video analyses with detailed written notes is beneficial. They em-
phasized the utility of personal notation systems, including the use 
of common terminology and other representations, to document 
their analyses. Textually articulating individual moves poses a chal-
lenge for dance learners, which motivates participants to learn the 
formal names of dance moves. 

4.3 Identifying and Naming Isolated Dance 
Moves 

Five dancers, each specializing in at least one dance form that 
follows a pre-established glossary, expressed interest in learning the 
names of formal dance moves. D8 described using online tutorials 
for ballet, saying, “So everything in dance [ballet] has a name. So I 
would usually just go on YouTube, look up the name of the trick, and 
then they’ll usually have tutorial videos if it’s nothing too obscure, 
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they usually have tutorial videos. And those are really helpful just 
because they kind of go through step by step exactly what you do...” 

D8 highlighted that in dance styles like Ballet and Salsa, move 
names often carry meaning. Specifically, she mentioned: 

D8: “There have been countless amount of times I’ve 
taken written notes, which seems like it wouldn’t be 
the case. But in Ballet specifically, it is one of the most 
important parts is the names of the moves and they’re all 
French... One of the moves is called Pas de Chat... which 
means step of the cat... it makes more sense because 
the moves have a name for a reason. It correlates to me, 
helping remember moves when learning.” 

A minority of our participants mentioned not relying on for-
mal analysis. D6 explained their method that involves references 
to different body parts involved: “I think if I was explaining it to 
someone I would try to go through like each part of the body and what 
it’s doing. For tap [moves] like for a Paradiddle [performs a scuffle, 
followed by step heel, all on the same foot] it’s just your feet... if I were 
to describe with you, it would be heel-toe-toe-heel all on the same foot.” 
D9 pointed out that even when they learn about a dance move’s 
name, there are often regional differences in its naming: “People in 
different regions call it different things. So, what’s called a Calypso in 
one place might be called a Barrel-Turn in another... Having a better 
understanding of terminology would be helpful for people who are 
trying to learn.” 

When participants knew the name of the dance move, they men-
tioned using search and hashtags to look for performances of unfa-
miliar moves, especially on short-form social media. D1 commented: 
“Sometimes even like Instagram is like the big help because there are 
like, they can like to search up using the hashtags” Participants also 
discussed what they liked to see in the results. For example, D11 
mentioned that it is nice to have the descriptions in a step-by-step 
manner: “depending on how long the dance section is and so you’d 
break it up by you show someone a whole eight count.”. D10 men-
tioned that descriptions online are often too long and it would be 
better if they were more succinct: “[...] like short and concise it usu-
ally is pretty good because sometimes YouTube ones are long.” Other 
dancers had other suggestions for descriptions, e.g., keywords (D4), 
meta-data (D11), and cultural information (D10). 

Most participants noted the difficulty in identifying and describ-
ing dance moves for note-taking without knowing their formal 
names, a challenge that extends to searching for dance moves as 
well. Some suggested technological solutions to alleviate the chal-
lenge of looking up unfamiliar dance moves online. D6 envisioned a 
tool similar to Shazam for movement-based identification: “Shazam 
the song... like pick out what song it is. The tempo of the song can help 
you find it. You could use movement as a similar tempo if it could 
identify the tempo for you, that can be really helpful.” 

Overall, our participants highlighted that learning the formal 
names of dance moves is useful in dance learning, as it stream-
lines the process of identification of dance moves within a routine 
and improves the quality of notes. This notion conceptually influ-
enced our system design. With the rapid progression in dance move 
recognition technology [20, 21, 38, 56, 63], there is an opportunity 
to further assist participants in finding unfamiliar dance moves 
without leaving the video analysis and note-taking context. 

5 EXPERIMENTAL STUDY METHOD 
Our interview study revealed valuable insights into dancers’ ex-
periences with video-watching, note-taking, and comprehension. 
This revealed a clear need for a system that helps them create high-
quality notes while learning dance moves, especially for styles with 
established formal move names. These findings informed the design 
of a prototype system aimed at streamlining this note-taking and 
dance move lookup process. 

We evaluated this prototype in Study 2. To enable a compari-
son with a suitable baseline, we designed and adapted our system 
for Cuban Salsa, a specific dance style with an existing glossary 
of moves [39]. Using these two prototype systems, we sought to 
answer our second research question: 

RQ2: In a comparison between the experience of users 
who performed a series of dance video annotation 
tasks using a video comprehension tool with dance 
move identification capabilities versus an online cata-
log of dance moves: 

(a) Is there a difference between task performance and 
workload? 

(b) How did they make use of the systems’ features? 
(c) What challenges did they still face? 

5.1 Prototype System Design 
Findings from the interviews informed the design of our dance com-
prehension tool in multiple ways. The interface is shown in Figure 2, 
and it is described in detail below. A video figure illustrating dif-
ferent features of the prototype is also available as supplementary 
material. 

5.1.1 Two ways of playing. Participants in the interview study dis-
cussed competing needs for watching dance videos. Some aimed for 
a broader perspective, looking into the dancer’s motives, emotions, 
and message. Others focused on finer details: discovering intrigu-
ing moments, re-watching specific parts, and toggling play-pause 
intermittently. 

Our devised solution is a timeline interface that hopes to ac-
commodate both requirements. It incorporates a play-pause button 
that controls a play head that, as in a traditional video player, will 
traverse the video from start to finish (Figure 3a). Complementing 
it, the timeline includes a span selection functionality, allowing 
users to confine the play-pause dynamics to a specified segment 
of the video (Figure 3b). To help adjust the boundaries of the span 
selection, the timeline is illustrated with sequential screen captures 
extracted from the video, serving as visual reference points. 

5.1.2 Note-taking. Participants expressed a desire to associate 
notes with specific segments of the video. In the prototype, they 
would have the option to create annotations linked to specific time 
spans within the video. These annotations appeared as turquoise-
colored pins on the timeline. When these pins were selected, their 
corresponding video segment was highlighted. This feature is demon-
strated in Figure 4. Additionally, the interface also included a larger, 
free-form note-taking component, a response to participants’ com-
ments on their needs for a tool that also allows for journaling, e.g., 
writing down thought processes, corrections, and so on. 
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(a) Interface with span-selector, timeline annotation, and note-taking 
features, but no dance move auto-identification feature. 

(b) Same as Figure 2a, but with added auto-identify functionality. 

Figure 2: Comparison between how the note-taking interface was displayed between the two conditions. 

(a) Initial state of the timeline (b) Span selection from 6.9 to 14.0 seconds in the video. 

Figure 3: Wizard-of-Oz prototype timeline controls allowed participants two options: playing the entire video using the gray 
button, or selecting a portion with the turquoise-colored Play selection button. When dragged, the play head’s movement across 
the timeline remained independent of span limits, but when the video was playing it adhered to whichever of the two buttons 
were used. 

5.1.3 Auto-identification Feature. Besides note-taking function-
alities, interviewees showed an interest in being able to identify 
and learn details about dance moves they would encounter while 
watching a video, such as their formal names, detailed descriptions, 
meta tags, and so on. In section 5.2, we describe our Wizard-of-Oz 
approach to simulating a computer-vision search within the videos, 
but in terms of the auto-identify functionality, as it was presented 
to participants, the prototype had a Search in Selection button that 
returned results of dance moves found within the current video 
span. These results were listed to the left of the video and included 
the move’s name, both in its original language and an English trans-
lation; standardized meta-data descriptions, as requested by some 
participants, e.g., step counts, difficulty levels, body parts involved, 
etc.; a video example of that one move—including the move shown 
in different angles, also something participants had requested; a 
detailed description of it; among others. See Figure 5 for an example. 

5.2 Wizard-of-Oz Protocol 
With Study 2, our aim was to examine participants’ utilization of 
integrated auto-identify capabilities during a dance video under-
standing and note-taking task (rq2). 

While advancements in computer vision for dance pose recog-
nition and movement tracking for specific dance styles have been 

made [20, 21, 38, 85, 107], the technology is not yet at a stage where 
to allow a fully functional recognition system as envisioned by the 
needs of participants in Study 1. Recent research in dance recogni-
tion [56, 63] and related fields [57, 79] suggests these capabilities 
might be imminent, at least for some dance genres. However, for our 
purposes, we opted to employ a Wizard-of-Oz protocol, where the 
dance moves were manually annotated before the experiment. This 
allowed us to concentrate on the observational aspect of the study 
without being hindered by the limitations of current technology. 

As mentioned earlier, to enhance the empirical investigation of 
the tool’s usage, we tailored our system to a specific formal style: 
Cuban Salsa. We chose it due to its well-defined list of dance moves 
[39] and the keen interest shown by participants in our interview 
study who were professionally acquainted with Salsa. Among the 
six selected videos, five were categorized as advanced or higher in 
terms of difficulty by the largest available online glossary of Cuban 
Salsa moves [39]. The remaining video was classified as “Improver” 
(Intermediate) in difficulty level, yet it features more than two 
dancers, which adds the challenge of describing formations and 
different moves performed by four dancers. The description of video 
stimuli is provided in the Appendix A. 

We selected videos with at least ten dance moves for a more 
comprehensive investigation into the functionality of the “Play 
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Figure 4: Example of an annotation added to the timeline and highlighted by the user. Note that there are many other faded-
turquoise-colored pins attached to different positions on the timeline. 

selection” and “Search Selection” features. This served to discour-
age participants from searching the entire video span – given our 
Wizard-of-Oz protocol, this would likely result in a large number 
of dance moves appearing in the results list. 

To ensure consistent time and effort investment in note writing 
across the two experimental conditions, we maintained a minimal 
difference of no more than two dance moves between the videos. 
Each participant viewed three videos across both conditions. We 
also made sure that the video quality was satisfactory, ensuring 
that the dance moves were visible and unobstructed. Importantly, 
to solely rely on participants’ prior knowledge or our tool for note-
taking, the videos employed in the study deliberately lacked anno-
tations or voice-over descriptions that could aid in identifying the 
dance move names. 

The compilation of movements displayed in the results stemmed 
from a pre-processing of each video, as follows: 

(1) A team member watched these annotated videos to iden-
tify the sequencing and starting and ending time stamps of 
each movement. These annotations were then confirmed by 
a Salsa instructor. The Salsa instructor had three years of 
teaching Salsa and more than ten years of performing. 

(2) To replicate the potential outcomes of utilizing an actual 
automated identification system, a curated set of results was 
manually compiled for each movement. This simulation was 
designed to reflect the experience one might encounter in 
future real-world use. Concretely, for each movement, a se-
lection process was employed that involved identifying the 
closest match and other dance moves that exhibited visual 
resemblance to the given movement. These selections were 
made from a compiled catalog of Cuban Salsa dance moves 
[39]. While compiling this “match list,” priority was given 
to choosing movements that shared attributes with the des-
ignated movement. These attributes included body parts 
involved, number of steps, and duration. Furthermore, we 
included related dance moves from the existing catalog as 
well. This way, we simulated a plausibly imperfect machine-
learning system that was able to output mostly correct results 
but also some that, while plausible, were incorrect. 

(3) When a participant selected a video span, it is possible that 
either the start or end of that span would not perfectly over-
lap the annotated timeframe of a movement in the video. To 
address this, the prototype classified a movement as being 
within a given span only if more than half of its duration fell 
within the span’s boundaries. 

(4) Since a selected span could include multiple dance move-
ments, the list of dictionary-search results displayed com-
bined results from the match lists for all movements within 
that span, as follows: From among the match lists for all 
movements in the span, we first presented the matches for 
all the moves, in a randomized order. We then presented the 
closest matches for all the movements, also in randomized 
order. This final list was capped at 50 moves. 

5.3 Baseline Design 
The baseline prototype (part of the same web application) had 
exactly the same design as the search prototype except there was 
no search panel and “search in selection” button. We also provided 
access to an external feature-based Cuban Salsa dictionary system 
to our participants [39]. Figure 6 described our tools interface for 
the baseline condition and the feature-based dictionary. 

5.4 Experimental Study Participants 
We posted an advertisement across various university dance groups 
and shared it on the Salsa dance subreddit (r/Salsa). The advertise-
ment included two questions: “Are you currently involved in Salsa 
dance or choreography?” and “Have you been engaged in Salsa 
dance or choreography in the past 5 years?” We invited individuals 
who answered yes to at least one question to participate in the 
study. In total, we recruited eight dance learners, 6 women, 1 man, 
and 1 non-binary individual. The median age of participants was 
25 (𝜎=8.07). Five participants reported having more than 3 years 
of experience in dance, one reported between 1 and 2 years, and 2 
reported less than a year. Two of our participants had more than 3 
years of experience in choreographing or performing Cuban Salsa, 
three had between 1 and 2 years of experience, and two had less 
than a year of experience. 
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Figure 5: Screenshot of an individual result snippet. It dis-
plays the name of the dance move in bold at the top along 
with the English translation. At the top-right corner, a 
bookmark-icon-shaped button allowed participants to auto-
matically add an annotation to the position of the current 
span selection with information about this particular dance 
move. Underneath there is information on the level, Type, 
and Bars (representing difficulty) of the move. There is a 
video of the dance move with performance followed by a de-
scription following the commonly used nine-step breakdown. 
At the bottom, there is the Rueda sign (symbolic descriptions 
of moved), what the movement starts with, what it is based 
on, and a synonym (closely related move). 

5.5 Experimental Study Procedure 
At the beginning of this online study, participants were presented 
with an IRB-approved informed consent form to review and sign 
before proceeding. Following this, we distributed a demographics 
and past experiences form to the participants for completion. Each 
participant was assigned a unique two-digit ID (P11-P18), which 
was used to determine the sequence of videos they would watch and 
script for. A total of six videos were viewed by each participant, with 
three videos featuring an in-situ auto-identify functionality and the 
other three without it. The order of the videos was modified for each 
participant. The first sub-group of four participants watched and 
wrote notes for the three videos without the auto-identify feature, 

while the second sub-group of four participants watched and wrote 
notes for the three videos with the auto-identify feature. In our 
instructions, we asked the participants to draft notes enabling them 
to execute the sequence of dance moves independently at a later 
time, given they are provided with just the notes and glossary of 
Cuban Salsa dance moves. After writing this script for each video, 
participants were asked to complete a NASA TLX questionnaire 
[45, 46], and provide open-ended feedback. Their interactions with 
the prototype system were recorded: 

(1) The notes and individual annotations on spans, as well as any 
modifications made to them, were automatically recorded. 

(2) Our prototype recorded the starting and ending points on 
the video timeline of every span the participant selected, the 
number of signs within each span, whenever the participant 
triggers a search, the amount of time spent watching each 
video, and the text of the description typed by the participant. 

(3) A researcher took observational notes during the experi-
ment based on the interactions observed on the participants’ 
shared screens. 

An analysis of the interaction data listed above was performed by 
a member of our research team who reviewed and coded this data 
from the perspective of identifying typical sequences of interaction 
behavior during each video session. They reviewed recordings of 
the screen, analyzed data captured by the software prototype, and 
reviewed the observer’s notes. At the end of the entire experiment, 
a debriefing interview was conducted to gather participants’ im-
pressions of the system, perceptions of how they interacted with 
the device, and other recommendations. The interview data was 
transcribed and coded using a deductive approach based on the 
interaction categories identified. 

6 EXPERIMENTAL STUDY FINDINGS 

6.1 Notes Quality 
To assess the quality of the notes, an expert-certified Cuban Salsa 
choreographer and instructor read the descriptions and assigned 
overall scores (out of 10). They first watched all the videos and wrote 
notes to use as a reference later. The order of the notes was ran-
domized, and the judge did not know which notes were produced 
using the auto-identify prototype and which had been produced 
using the baseline prototype. The judge evaluated the dance notes 
provided in a spreadsheet, primarily focusing on the accuracy of 
named moves. This involved scrutinizing each step for precision, 
noting omissions and additions, and subjectively evaluating the 
quality of textual descriptions. The textual descriptions covered 
transitions, non-standard move names, and instances where par-
ticipants resorted to text when they could not find the name of 
the desired move. After tabulating these elements, a holistic score 
was assigned. The average note quality was 8.71 (𝜎=2.45) for the 
auto-identify prototype and 5.65 (𝜎=3.13) for the baseline. The dis-
tributions in scores between the two conditions varied significantly 
(Mann-Whitney U = 10, nBaseline = 8, nSalsa = 8, p = 0.032 < 0.05, 
two-tailed, moderate effect). 
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(a) (b) 

Figure 6: (a) The prototype utilized in the baseline condition of Study 2 is identical to the Search Prototype, with the exception 
that it lacked any search capability. (b) The Salsayo Salsa move search website, which participants used in the Study 2 baseline 
condition. As users click on different properties, a list of dance moves appears that can be clicked to watch. 

TLX Sub-Scale Search Prototype Baseline Prototype Significance Testing 
Mental Demand 51.5 58.0 p=0.757, U=36.5 
Physical Demand 33.3 39.8 p=0.596, U=34 
Temporal Demand 46.9 50.5 p=0.441, U=35 
Effort 47.6 52.5 p=0.265, U=37 
Performance 29.3 60.6 p=0.00714, U=9.5 ** 
Frustration 37.2 56.0 p=0.0021, U=10 ** 

Table 2: NASA TLX sub-scale scores from participants in the dictionary-search and baseline prototype conditions, with scores 
scaled to a 0-to-100 range. For all sub-scales, lower scores are better, i.e., indicating less perceived demand, less effort needed, 
less frustration, or a better sense of performance success. The significance testing column displays results from two-tailed 
Mann-Whitney U tests. (** indicates p < 0.05) 

Figure 7: This chart visually represents a chronological subset of the sequence of events undertaken by participants 14 and 17 
while working on each video. Although the video order was randomized for each participant, we have presented it in sequential 
order here to facilitate comparisons. Each action is associated with a specific icon, as indicated in the legend. However, due 
to the occasional high density of actions resulting in impenetrable overlays, we have also grouped actions by color to help 
identify overall patterns. The auto-identify feature was enabled for Videos 2, 4, and 5. 

6.2 Workload 
We compared the workload associated with note-taking across 
both tasks since one of the key motivations of our work was to 
streamline the process of looking up unfamiliar dance moves for 
learners, something that was found to be time-consuming and 
generally lacking for current approaches. 

Table 2 contains mean scaled NASA-TLX sub-score values (physi-
cal demand, temporal demand, performance, effort, and frustration) 
s[45] and results of two-tailed Mann-Whitney U tests comparing 
sub-scores across two conditions. Participants’ responses when 

using the auto-identify prototype had significantly lower values1 

for frustration (how insecure, discouraged, irritated, or stressed 
they felt) and performance (how successful they were in what they 
were asked to do). 

6.3 Analysis of Observations 
6.3.1 Using Span-selector to Constrain the Playhead. Seven out of 
eight participants used the span-searching tool to constrain the 
portion of the video that would play at one time. The utilization of 

1For all sub-scales, lower values indicate better outcomes. 
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Figure 8: P18 viewed a video in a linear manner, using the 
span selection to progressively view short video segments. 
Horizontal bars indicate spans selected with respect to the 
total duration of the video. The first span selected is at the 
bottom of the y-axis, with subsequent spans appearing higher 
on the y-axis. The black lines at the bottom show the actual 
signs on the video timeline. 

span selection varied among different participants, as demonstrated 
in Figure 7, where we highlight two distinct usage patterns. Both 
P14 and P17 were aware of and actively used span selection. How-
ever, while P14 primarily employed it as a tool to limit the search 
input, P17 not only utilized it for this purpose but also extensively 
employed span selection to constrain the playhead’s movements. 

Figure 8 also illustrates this trend for P18’s interactions with 
a video while using the baseline prototype. It plots the positions 
of spans selected over time as they viewed different portions of 
a video incrementally. Span 1, shown at the bottom of the figure, 
indicates the first span selected. The horizontal line with dividers 
underneath shows the actual location of the dance moves on the 
video timeline. We can see from the chart that P18 engaged in a 
fine-tuning behavior with the duration of the spans. 

The median duration of spans for participants who only used 
the playhead to watch the video for the auto-identify condition, 
was 13.21 seconds (𝜎 = 15.79 seconds), equal to 2.986 dance moves. 

6.3.2 Using the auto-identify feature to inform notes. In 18 out of 
24 video sessions (75%) where participants had access to the auto-
identify feature, they made use of the auto-identify feature to look 
up dance moves in the video. As illustrated in Figure 9, the results of 
the auto-identify tool informed participants’ translation decisions 
as they progressed through the video. 

Participants also commented favorably about the contents of the 
results. P11 liked the information in the result snippet: “It gave me 
ample resources to explain a basic partner Salsa move.” Similarly, P13 
said: “I think that the search bar helped the most for this video because 
I was so unfamiliar with some moves, and they were very similar, 

Figure 9: (a) Blue lines indicate spans for which search was 
requested, and green solid lines indicate spans for which no 
search was requested. P15 watching the entire video, watch-
ing some segments, and then performing searches on some 
of the spans. (b) P18 gradually increases and decreases the 
size of the span to re-watch segments and make a search. 

which made it difficult, but seeing the moves separately made it easier 
to put together.” P12 also mentioned liking the search feature: “I 
like the idea of a tool that enables dancers to search for unfamiliar 
moves to assist in their ability to understand videos – whether social 
dance clips or demos from a dance studio or workshop – and learn 
new skills.” 

Participants, including P11, particularly liked the step-wise de-
tailed description of the steps that were provided in the result 
snippets: “The search function definitely assists in using the correct 
terminology and maybe providing clearer analogies to describe the 
movement rather than just describing the directionality. By having the 
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links to sample videos that break it down, the movement will become 
easier to learn.” 

Additionally, two participants also mentioned that they used the 
search feature to confirm sections that did not have a named dance 
move before proceeding to use the annotation feature to annotate 
those segments. P17 commented on this: “It also helps learners to 
decipher which parts are just freestyle (ex. the little hop at the end) as 
the search doesn’t specify move names for it.” 

6.3.3 Adjusting the span durations before making searches. We ob-
served participants adjusting the durations of spans both upwards 
and downwards before conducting searches. In Figure 9, you can 
see examples of participants modifying the span length. Specifically, 
at least three participants expanded the size of their spans before 
commencing a search. Additionally, some participants exhibited a 
fine-tuning behavior, making numerous adjustments before final-
izing the span for the auto-identify function. Figure 7 illustrates 
how both P14 and P17 fine-tuned their span boundaries prior to 
initiating a search, as evident in their actions with video 2. 

We also analyzed how close the selected spans were when the 
search was made to the actual positions of moves in the videos. 
The median error between each span selection boundary and the 
nearest actual sign boundary was 1.25 seconds. For reference, the 
median duration of a dance move in our study was 3.27 seconds. 

6.3.4 Challenges with disambiguation between results. We observed 
that at least four of our participants struggled with disambiguating 
between results at least once during the experiment. In the open-
ended feedback and debriefing interview, three of them mentioned 
that it was challenging to disambiguate between similar results. For 
example, P18 stated: “[It was] easy to search, but it was difficult to 
distinguish between some of the moves since so many of them overlap.” 
P13 reported that they read the descriptions first and then watched 
the videos, and that helped them browse the results list quicker if 
the correct result was not at the top: “It was good [that] the [results] 
videos had a description, and when I clicked the search, it matched.” 
Two participants, including P15, also mentioned that it was difficult 
to match the span-segment in the video with the video in the result 
snippet: “It was definitely helpful, but the moves [results] were often 
a bit different.” 

Some of the participants also thought that 50 results are too 
many: “It was not hard to select sub-spans of the video to rewatch, 
but again, the resulting hits numbered 50, which may be too time-
consuming to weed through.” One participant (P14) commented that 
they would only like to see the top result: “I want to click on the 
move and have the search tool pop up and tell me what that particular 
move was at that moment and then give me the breakdown by counts 
then with music so I can understand what I just saw.” 

7 DISCUSSION 
Although prior research indicates that dance learners frequently uti-
lize videos in their learning process [42, 51, 102], little attention has 
been given to understanding the video-watching and note-taking 
habits of dance learners. Our interview study honed in on the en-
gagements of dance learners with videos, shedding light on their 
video-watching and note-taking practices. We explored how users 
interact with video players, particularly when navigating through 

difficult dance sequences, and identified the workaround strate-
gies they employ to facilitate comprehension of the dance video, 
such as periodic pausing, reducing playback speed, and rewind-
ing. Furthermore, our study underscores the importance placed on 
note-taking for dance learners by revealing patterns in note-taking 
and structuring that involved breaking down dance performance 
sequences into segments, individual moves, and steps. Finally, we 
found a significant interest among certain viewers in learning the 
formal names of dance moves and seeking out additional relevant 
information, particularly in the context of formal dance styles. 

The interview study yielded two important insights: firstly, the 
pressing necessity to facilitate novice dance learners in compil-
ing detailed and informative notes, and secondly, assisting them 
in identifying formal dance move names without disrupting their 
video viewing and comprehension experience. As highlighted in 
the related work section, choreographers’ notebooks serve as vi-
tal resources in aiding learners during the note-taking process 
[2, 15, 18, 19, 32, 35, 101, 112]. Despite their benefits, these tools 
do not support users in looking up unfamiliar dance moves while 
taking notes on videos. Our findings revealed current methodolo-
gies aiding users in identifying unfamiliar dance moves predom-
inantly involve utilizing tags and feature-based catalogs, among 
other strategies. However, users still face challenges while describ-
ing intricate dance moves textually and reconciling different naming 
conventions across different regions. This motivated an in-situ tool 
that uses video-span as an input to search, devised to empower 
novice dance learners to enhance their note-taking and dance move 
auto-identification capabilities without deterring their engagement 
with the video content. 

Our second study was a comparative experimental study be-
tween our note-taking and span-based dance move auto-identification 
tool and a baseline prototype. The latter also offered span selection 
functionality to restrict the playhead, yet required dance learners to 
use an external, pre-existing tool for referencing dance moves [39]. 
Findings demonstrated that the use of an integrated auto-identify 
tool led to higher-quality notes and a decrease in perceived work-
load. Notably, two out of the five metrics on the NASA TLX (namely 
Frustration and Performance) were significantly different across 
both conditions. An exploration of behavioral data unveiled distinct 
usage patterns. Notably, we found that the playhead was used to 
constrain the video timeline and modify it to determine a suitable 
unit of analysis. Additionally, the auto-identify feature was utilized 
to inform notes and identify segments without formal dance moves. 
However, disambiguating between long videos of results remains a 
challenge for some participants. 

7.1 Supporting Users during Different Stages of 
Dance Learning 

A previous interview study with professional dance learners con-
ducted a task analysis of the dance learning process [93]. This 
study pinpointed three fundamental operations—analysis, integra-
tion, and personalization—that were consistently observed across 
participants. Notably, all participants identified the initial step in 
the preparation phase as observation, which often involves scruti-
nizing isolated components. While the participants in the first study 
did not express a preference for employing formal nomenclature 
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during this process, they did emphasize a focus on discerning and 
assimilating individual dance elements. 

An essential aspect of the analysis phase often involves segmen-
tation operation [31, 60, 78], simplifying complex movements to 
facilitate easier understanding and imitation before introducing 
creative modifications. In dance research, complexity is character-
ized by the granularity of details discerned within a movement, 
escalating with a more generalized or coarse analysis [80, 93]. The 
utilization of a span-based playhead allows users to progressively 
modify their unit of analysis, transitioning from scrutinizing small 
sequences to examining individual dance moves and, ultimately, 
the steps encompassed within a specific move. Interestingly, in 
the second study, we observed two contradictory user behaviors 
concerning span adjustment: subsequent decrease in the spans they 
analyzed as expected, but also a gradual increase until a search 
is made. These patterns underscore that users frequently need to 
review varying lengths of video to accurately gauge the length 
of dance video that they would like to analyze at one time. More-
over, since dance moves often fluidly merge into one another [7], 
users tend to use auto-identify feature for pauses or demarcations 
between recognizable segments as a precursor to a detailed analysis. 

Observation in dance is an ongoing, iterative process throughout 
the learning journey. The benefits of looking-up an unfamiliar 
dance move in a video extend beyond initial instruction. If a dancer 
faces challenges with a specific segment later on, revisiting the 
video allows for close examination and improved understanding, 
enhancing practice. 

Knowing formal dance names aids effective practice by allow-
ing learners to focus on perfecting one named move at a time. 
These names are like the alphabet, serving as “building blocks” for 
learning, creating, or modifying choreographies. Tracking progress 
becomes simpler; learners can set goals, noting mastered moves and 
those still in progress. Knowledge of names facilitates pinpointing 
areas for correction and fine-tuning, aiding focused improvements. 
Although our study did not explore our tool’s potential for per-
sonalization and creative expression, it suggests that familiarizing 
learners with diverse dance moves could enhance creativity. This 
tool goes beyond offering sequences, promoting exploration and 
learning among dance learners. 

7.2 Informing Design, Computer Vision, and 
Dance Researchers 

Our findings also provide design recommendations for dance 
video comprehension tools that feature a video-span based user-
interface: 

(1) The concept of timeline-based video annotation has been pre-
viously proposed in the context of annotation frameworks 
for generating reliable ground-truth datasets for dance [37]. 
Here, we offer insights into its implementation in a video 
comprehension tool specifically designed for learners. We 
suggest integrating a timeline-based video playhead that 
showcases sequential captures extracted directly from the 
video. While not intended to replace the conventional lin-
ear video timeline functionality, allowing users to traverse 
the video from start to end, our observations reveal distinct 

benefits for various user groups with these two timeline navi-
gation approaches. Unlike a standard traditional timeline, the 
playhead empowers users to examine specific segments of 
the entire video, iterating over different self-constrained sec-
tions for a detailed exploration. Despite the rising popularity 
of this UI paradigm in video editing systems, exemplified by 
YouTube’s clip feature, its application in the context of dance 
video comprehension tools remains largely unexplored [50]. 

(2) Prior work has suggested incorporating features for attach-
ing notes to a “point-based” timeline and a separate journal-
ing feature [101]. We propose incorporating two note-taking 
features within the timeline-based video playhead: one that 
attaches a note directly to the timeline and another for gen-
eral note-taking. Additionally, we recommend a mechanism 
to automatically transfer metadata from the auto-identified 
dance move into the timeline annotation. 

(3) Comprehensive meta-data encompassing aspects such as dif-
ficulty level, engaged body parts, similar dance moves, and 
the number of dancers involved should be readily accessible 
to users in the result snippet. Inspired by prior work on using 
common verbs in computational choreography systems [53] 
and guided by our interview study, we included brief descrip-
tions for each dance move. These were favorably received 
by participants, and as such we recommend future designers 
adopt this approach. 

(4) We recommended adding textual descriptions of the dance 
moves that use standardized numbering or other established 
conventions to systematically break down each move into 
individual steps. 

(5) Whenever possible, videos showcased in the results should 
offer footage captured from various angles. 

For dance move recognition researchers, our research introduces 
a novel task: utilizing a segment of a continuous dance video as 
a search input, in contrast to the traditional approach of using a 
complete video. This approach holds the potential to augment the 
accuracy of recognition results by capitalizing on users’ perceptions 
of dance movement boundaries, which recent research has shown 
to be of impressive quality [78]. Our observational findings from 
the second study indicated that the median error for span selection 
boundaries was 1.25 seconds, which is, on average, less than 38% 
of an average Cuban Salsa dance move. 

Importantly, this approach also encourages learners to indepen-
dently analyze challenging dance videos, since they are aided by 
on-demand in-situ sign-searching instead of an automatically gen-
erated description of the video taken as a whole. However, as iden-
tified in other similar human-movement contexts [1, 48, 64], such 
recognition tasks still face challenges: the extracted fragment might 
not align with movement boundaries, may exhibit co-articulation 
effects from dance moves outside the selected span, or offer little 
contextual information for the recognition system. 

Findings from the second study also uncovered the potential use 
of video span as a useful probe to understand how dance learners 
segment videos, potentially giving insights about how learners are 
breaking down complex videos [5, 9]. Our observational findings 
revealed how these span selections were frequently fine-tuned by 
our participants, to conduct better searches or to constrain the video 
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playhead along dance move boundaries. Dance researchers could 
use this UI paradigm to investigate nuanced concepts in dance, e.g., 
coarticulation [7]. 

7.3 Implications of our Findings for Other 
Forms of Dance and Performance Contexts 

The interpretation of dance poses varies across different styles, 
and is intertwined with cultural and societal narratives [100, 111]. 
The unique characteristics inherent in various dance styles necessi-
tate the development of comprehension tools specifically designed 
to accommodate the distinct nuances of each style. While certain 
computer vision approaches could excel at recognizing overarch-
ing dance styles [82], systems geared towards identifying specific 
moves for glossary-based styles typically demand individually-
tailored models [56]. 

More broadly, our research speaks to the literature on frame-
works and tools that support the annotation and analysis of video 
sequences of human performance, such as aerobic exercises and 
sports[108, 118], surgery [40, 40, 75, 87, 117], music [77], and cook-
ing [8], language transcription, including signed languages [11, 47– 
49, 73], etc. These frameworks are frequently used by annotators 
for data collection to aid in human action recognition initiatives. In 
addition, videos are also analyzed and annotated in other contexts, 
either to support learning (e.g., junior surgeons watching surgery 
videos for educational purposes [34]) or to critically evaluate hu-
man performances in videos (e.g., judges assessing gymnasts to 
score their performances [118]). 

However, the findings of prior work, suggest an absence of 
movement look-up tools integrated within the frameworks. Thus, 
users viewing various types of human-movement videos to iden-
tify components of human movements often employ some of the 
workarounds identified in our study. Our findings contribute to the 
broader literature on searching through video spans of human per-
formance, which currently heavily relies on external feature-based 
catalogs. These findings may be particularly relevant in contexts 
where structured sequences of named human movements are in-
volved and could motivate the design of span-based in-situ video 
look-up tools. 

8 LIMITATIONS AND FUTURE WORK 
This work has several limitations of this work that can serve as 
avenues for future research: 

(1) In Study 1, the majority of our participants were at an early 
stage in their dance learning journey and were younger than 
22 years old. We chose this participant pool because video 
analysis is something that is encouraged to early dance learn-
ers and they are likely to find more challenges with memo-
rization. Future studies could also recruit participants from a 
more diverse age range and expert dancers, choreographers, 
and studio heads who specialize in different dance styles to 
gain insights into the note-taking practices. 

(2) In our prototype design, our focus was on incorporating the 
search functionality in the best possible way. There are sev-
eral other features commonly available in choreographers’ 
notebooks mentioned in the related work section, e.g., note-
taking on the video itself, motion analysis, audio descriptions, 

etc. Future researchers could investigate how to add those 
features to a video comprehension tool with in-situ dance 
move search functionality. 

(3) Our choice of focusing on Cuban Salsa in Study 2 was in-
formed by the participants’ interest in note-taking for Salsa 
and the existence of a web-based, feature-based dictionary 
that could be used as a baseline. Future researchers can adapt 
our tool for other dance styles where catalogs of dance moves 
exist, e.g., Ballet [109]. 

(4) Although Study 2 revealed benefits in script quality for par-
ticipants, due to time constraints of an experimental study, 
we could not examine whether the tool’s use led to a better 
kinesthetic learning and subsequent performance. Future 
research could investigate the short-term and long-term ben-
efits of using this technology, with a focus on improving 
learning and performance. 

(5) Extensive prior work described in subsection 2.3.1 has fo-
cused on computational choreography. However, we did not 
explore adding a feature to our system where the system 
automatically composes a choreographic sequence based on 
the notes and labels provided by the user. Future researchers 
could explore the benefits of this technology. Potentially, a 
composition tool in this context could aid in the verification 
of labels and allow users to cross-compare the actual video 
with a video composed based on their annotations. 

(6) Although not highlighted in the findings, several participants 
mentioned how the tool could be transformed into a social 
application where dancers can receive feedback from their 
peers and share resources. Future research can investigate 
the design of social technologies to support the identification 
of dance moves. 

9 CONCLUSION 
Automatic segmentation and recognition of a sequence of moves 
in a continuous dance video remain a challenging task. However, 
given recent advancements in computer vision, it might be possible 
in the near future for a system to provide the closest matching 
dance moves to a segment of video submitted by users. 

In this paper, we explore the design of a technology that en-
ables learners to select a span of a video that is then used as an 
input query into a dance-move-identification system, which outputs 
dance moves within it as they engage in video analysis and note-
taking tasks. Findings from our interview study underscored the 
importance of note-taking in this process and participants’ interest 
in learning the formal names and other details about the dance 
moves. Leveraging these findings, we developed a tool to assist 
dance learners in video comprehension of Cuban Salsa. In a subse-
quent experimental study, we evaluated this tool, and uncovered 
benefits including enhanced note quality and reduced workload. 
Our observational findings also provided insights into users’ uti-
lization of the span-selector and auto-identify features. 

For developers creating interactive tools for dance, our findings 
provide evidence supporting the benefits of integrating a span-
selector to constrain and analyze videos, offer insights into potential 
usage patterns, and suggest design recommendations. Additionally, 
for computer vision researchers, these results present a novel task 
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involving user-selected spans as inputs for the auto-identification of 
dance moves in forms adhering to a predefined glossary of moves. 
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A VIDEO STIMULI USED IN STUDY 2 
We summarize the dance sequences shown in the six videos to the 
participants. The difficulty level is given in the bracket along with 
a short description. The descriptions are adapted from [39]. 

(1) Siete Loco (Advanced): In this dance move, the leader and 
follower begin in closed position. They perform a Siete con 
Coca Cola move, followed by a back-to-back Vacilala move 
with the leader grabbing the follower’s hand. They then 
perform two Exhibela moves, with the leader placing their 
hand on the follower’s neck on the second one. 

(2) Kentucky Complicado (Advanced): In the Kentucky Com-
plicado dance, the couple starts in a closed position and 
performs two Kentucky moves before initiating the Exhibela 
move. The leader then does an Enchufala Engancha followed 
by a Dile Que No con Coca Cola move, resulting in a “back 
to back" position. To “get out” of the position, the leader 
does a Side Rocks step and a Vuelta move, ending in a closed 
position. Finally, they perform two more Kentucky moves. 

(3) Festival Prima (Improver with four performers): The dancers 
start in closed position and perform a sequence of three 

Prima moves: Prima Con La Hermana, Prima Esquipi, and 
Prima con Paulito. Each move is finished with a Dame step. 

(4) El Duque Loco (Master): In El Duque Loco, the dancers start 
in closed position and perform El Duque followed by two 
Exhibela moves, a left turn with Engancha, and a switch to 
right Engancha before ending with an Enchufala. 

(5) Beso Complicado (Advanced): In the beginning, the leader 
and follower are in a closed position and start with the first 
few steps of Beso. Then, on the next beat, the leader lifts 
their right arm, allowing the follower to move around them. 
Afterward, they do a Vacilala move, where the follower exits 
first and the leader follows. Then, they switch positions 
to Guapea and can choose to perform an Alarde. Finally, 
they end with an Enchufala, finishing in the “crossed hands 
ending.” 

(6) Bayamo (Advanced): The dance starts with a right-to-right 
handhold. The leader and follower do a series of moves 
that include Vacilala, Dile Que No, Vacilala with an Alarde, 
and Enchufala with crossed hands. The leader grabs the fol-
lower’s left hand on count 6. There’s a variation of the dance 
called “Ponle El Cagua Uno,” which starts with a Sombrero 
instead of a Vacilala con la Mano, but it’s not commonly 
used. 
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