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ABSTRACT
Despite some prior research and commercial systems, if someone
sees an unfamiliar American Sign Language (ASL) word and wishes
to look up its meaning in a dictionary, this remains a difficult task.
There is no standard label a user can type to search for a sign, and
formulating a query based on linguistic properties is challenging
for students learning ASL. Advances in sign-language recognition
technology will soon enable the design of a search system for ASL
word look-up in dictionaries, by allowing users to generate a query
by submitting a video of themselves performing the word they
believe they encountered somewhere. Users would then view a
results list of video clips or animations, to seek the desired word. In
this research, we are investigating the usability of such a proposed
system, a webcam-based ASL dictionary system, using a Wizard-of-
Oz prototype and enhanced the design so that it can support sign
language word look-up even when the performance of the underly-
ing sign-recognition technology is low. We have also investigated
the requirements of students learning ASL in regard to how results
should be displayed and how a system could enable them to filter
the results of the initial query, to aid in their search for a desired
word. We compared users’ satisfaction when using a system with or
without post-query filtering capabilities. We discuss our upcoming
study to investigate users’ experience with a working prototype
based on actual sign-recognition technology that is being designed.
Finally, we discuss extensions of this work to the context of users
searching datasets of videos of other human movements, e.g. dance
moves, or when searching for words in other languages.

CCS CONCEPTS
• Human-centered computing→ Interaction design process and
methods; • Information systems→ Search interfaces; Multimedia
and multimodal retrieval; Video search.
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1 MOTIVATION AND PRIORWORK
American Sign Language (ASL) is used by about 500,000 Deaf or
Hard of Hearing (DHH) people in the U.S. [15]. There is also a
growing population of hearing second language students who are
trying to learn ASL, which is reflected in recent enrollment data
reporting 100,000 to 200,000 students enrolled in ASL classes in Fall
and Summer 2016 [12]. Other groups, including parents of Deaf
or Hard of Hearing children [14], hearing adults who are becom-
ing deaf, and teachers in ASL/English bilingual programs can also
benefit from learning ASL [13]. However, compared to educational
resources for written languages, ASL dictionaries are currently less
usable for students. Unlike written languages, if someone encoun-
ters an unfamiliar ASL sign, they cannot type a text string to search
for it because there is: (a) no standard ASL writing system, (b) no
one-to-one correspondence between English words and ASL signs,
and (c) no standard convention for English-based labelling of signs.
Thus, to search for a sign, the user must recall linguistic properties
of the sign, e.g., physical features such as handshape or movement
– which is challenging for people who are learning ASL [11].

Existing sign-language lookup systems can be broadly classified
into two types search by feature selection (which includes printed
ASL dictionaries) and search by example. Search by feature selection
allows users to create a query by selecting a set of linguistic fea-
tures of the desired sign [6, 11, 19, 20]. Search by example enables
users to search for a sign by demonstrating its motion in front of a
color or depth camera, or by wearing motion-capture sensors or
gloves [6, 19]. Users still face challenges with both types. Search
by feature selection dictionaries remain awkward to use due to their
complex interfaces that require users to provide a lot of linguistic
features of the sign, which may only be vaguely remembered [21],
especially by people who are just learning a sign language. Further,
many systems have poor feature-to-sign matching or cumbersome
interfaces [4]. Based on computer-vision technologies, researchers
have begun to build systems that automatically analyze a video
of a sign and seek a match for this sign in a dictionary collection
[7]. However, sign recognition from video is difficult and current
technology is imperfect [22], especially for videos of non-fluent
student signers. Moreover, poor video quality due to lighting, cam-
era motion or angle, occlusions, or cluttered backgrounds can also
reduce recognition accuracy [17]. Thus, users may need to browse
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a list of possible “matches” to find the word they seek. There is a
need to not only improve the underlying sign-matching technol-
ogy but also human-computer interaction research to identify the
most effective user-interface despite current limits. To investigate
these issues for a video-based-search ASL dictionary, we created a
prototype dictionary to support experimental studies with ASL stu-
dents or other to investigate settings of key design and performance
variables. Contributions of this research include:

• We investigate how the output of the underlying sign-recognition
system affects the usability of dictionary search, i.e., how
usability is affected by the ranking of the desired sign on
the results list, whether it appears “above-the-fold” (visible
on-screen before the user must scroll-down), and precision
of other list items.

• We then explore how to best present individual result snip-
pets inside the results page and how to make the results page
interactive for users, e.g., with sorting and filtering capabil-
ities, so that users can retrieve their desired result quickly
even if it does not appear in the top few results.

• We propose a summative study that investigates how users
will actually interact with an ASL dictionary system based
on an underlying imperfect sign recognition technology.

• Proposed studies also will explore how our findings may
inform word look-up for dictionaries of languages with deep
orthography (weak correspondence between sounds and
writing) or datasets of short videos of human performance.

2 RESEARCH QUESTIONS
Our literature review has revealed the need for better approaches for
searching in ASL dictionaries and gaps in knowledge that motivate
the following research questions:
RQ1 How does the performance of automatic ASL recognition

technology affect the usability of an ASL dictionary search
system that depends upon it?

RQ2 How much text or video content should be displayed by
default in the search-results list of an ASL dictionary search
system for students learning ASL?

RQ3 What linguistic or appearance features of ASL signs should
be included in a filtering user-interface in a hybrid-search
system, and what terminology for referring to these features
would be most understandable to these students?

RQ4 If users are given the opportunity to perform a series of ASL-
sign search tasks using a search-by-video or a hybrid-search
prototype, is there a difference in user-satisfaction between
prototypes, as measured by:

(1) satisfaction with the search experience?
(2) perception of usefulness of results?
(3) satisfaction with the way the results are ranked?
(4) perception of their degree of control with the system?
(5) time taken to complete the search task?
(6) ability to find the correct result?

RQ5 How do users interact with a working hybrid ASL dictionary
system when performing tasks using dictionary search?

RQ6 How do our findings from formative studies on ASL dictio-
naries generalize to search systems for

(1) dictionaries for languages with deep orthography?

Figure 1: Prototype and Experimental Protocol

(2) datasets of videos of human action?

3 RESEARCH METHOD COMMON ACROSS
STUDIES

Given current limits in accuracy or in vocabulary size of video-based
ASL sign look-up technologies, Wizard-of-Oz methods (in which
the underlying technology is mimicked) enable quickly testing
user-interfaces [16]. Our experimental investigation of RQ1, RQ2,
RQ3, and RQ4 used a web-based prototype that simulated users
submitting a video of themselves performing a sought-after sign
and viewing search results (Figure 1). The prototype was displayed
on a computer screen to participants who met with a researcher.
Participants were first shown a video of an ASL sign unlikely to
be unfamiliar to new ASL learners, e.g., RAINBOW, and asked to
imagine they had encountered this sign somewhere and did not
know what it meant. They pressed "next" to advance to a screen
displaying a live webcam view, where they performed the sign
(based on their memory of how it had looked) to submit a video
of themselves, which served as a query to search for it in the dic-
tionary. The purpose of making the users record the sign was to
make them feel that they are making an actual query, but this proto-
type did not actually use any automated recognition technology to
generate results, which had instead been curated for presentation
to participants regardless of the actual video they had submitted.
After submitting a video on the "Record the sign" screen (Figure 1),
participants were shown a "View results" screen with a scroll-able
results page displaying 100 results for their query. This page mim-
icked the style of video search engines, and exactly six results items
were visible on the screen at one time, prior to the user scrolling
to view more. The set of results was determined by researchers in
our lab [2], and the set of items on the results page was intended to
seem like a realistic set of matches to the participant’s query, sorted
based on similarity to the desired sign, to simulate the output of an
actual automatic system, following the protocol for creating and
sorting the results list in prior work [8].

The prototype described above has been used in studies to inves-
tigate the first four research questions. In upcoming work, for RQ5
and RQ6, we will develop a functioning system and other Wizard-
of-Oz prototypes, as discussed below. Participants for the studies
described below were recruited primarily from introductory ASL
courses and received $40 compensation for participation.

4 PROGRESS MADE
4.1 Study 1: Preferences of ASL Learners
The goal of this study was to guide our design of a video-based
ASL dictionary search prototype that of sufficient usability to be
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an effective research vehicle. Prior work in information retrieval
revealed how important the design of the search results page is
for the success of video search systems, motivating our investiga-
tion of search-results-page design for ASL dictionaries [1, 10, 18].
However, this prior work helped us identify different design factors
that need to be optimized for an ASL dictionary system, there are
differences between web-search and general video search that do
permit directly generalizing the findings to this new context. We
therefore conducted semi-structured interviews with 32 users of
ASL dictionaries. We showed them the prototype (described above)
and then asked questions about how to present text or video con-
tent on the search-results list of an ASL dictionary search system.
We iteratively refined of the prototype design after the first 16 par-
ticipants, to adjust the appearance of the search results page. We
qualitatively analyzed our data by coding transcripts of participants’
responses to the the semi-structured interview questions to identify
various themes. Patterns observed from the interview data were
investigated using Braun and Clarke’s thematic analysis method
[5]. We found that users preferred greater information density, i.e.,
with textual meta-data appearing near items to indicate linguistic
properties, and for the video clips of signs to auto-play in a looping
manner so that users could quickly browse the set of results without
needing to click on each.

4.2 Study 2: Comparing Search-by-Video and
Hybrid Search

Prior research mentioned in the first section on sign-language dic-
tionaries had examined search-by-feature [20] and search-by-video
[3, 7] approaches for enabling a user to look up the meaning of an
unfamiliar sign they had seen. However,nopriorworkhad exam-
ined the combination of these two approaches. We therefore
proposed a hybrid-search approach, in which users search for a
sign using video input and then sort the results using filters. To
investigate the potential of of a hybrid search approach (as dis-
cussed about in our Prior Work section), we conducted a lab-based
experimental study with 20 participants, half of whom interacted
with a hybrid-search version of our Wizard-of-Oz prototype, and
half of whom interacted with a search-by-video version (which
lacked any search-by-feature post-querying filtering interface). We
performed statistical difference testing to compare each group of
participants’ speed, accuracy in finding the desired sign, and their
subjective impression of the experience as measured by various
question items measuring satisfaction and sense of control. Our
study revealed that, compared to search-by-video, users of our
hybrid-search approach had higher satisfaction and sense of con-
trol, and when the desired word appeared farther down the initial
list of results, the filtering capabilities of the interface allowed them
to find the desired item more quickly. The findings from both study
1 and study 2 were recently conditionally accepted for publication
at CHI 2022.

4.3 Study 3: Effect of Sign-Recognition
Performance on Usability of ASL
Dictionaries

While the first two studies guided and evaluated the interface design,
other factors may affect the usability of a sign-language dictionary

search system, e.g., the accuracy of the underlying sign-recognition
technology that analyzes the user’s submitted video. To investigate
this factor, we conducted several experiments to investigate how
variations in the performance of of the matching technology would
affect users’ satisfaction with an ASL dictionary search systems.
We made use of the Wizard-of-Oz prototype discussed above, and
we engineered various sets of results to display to users of the pro-
totype that mimicked different levels of accuracy in the set of signs
returned as search results from the system, i.e., with some sets of
results including the desired word near the top of the results list or
farther down the list. In some sets of results, the signs surrounding
the desired word were relatively similar, i.e., they were "close but
incorrect matches," while in other cases, they were less similar to
the desired item. Through curation of the results shown to users
after their search-by-video, were investigated three properties of
the underlying recognition system: rank-placement of the desired
result in the search-results list, precision of the surrounding re-
sults, and whether the desired result lied on the first page before
the users needed to scroll down to view results. All three factors
affected users’ satisfaction, and we identified numerical thresholds
of performance needed to achieve specific levels of user satisfaction
in this context. An article on our findings was accepted in the ACM
Transactions on Accessible Computing (TACCESS) journal [9].

5 FUTURE PLANS
5.1 Proposed Study 4: Evaluation of a Working

Prototype
We are currently collecting and annotating individual videos of
ASL signs which will be used to train a word-level sign-recognition
model. We plan on conducting a user-based evaluation of our recog-
nition technology using our final prototype design, to determine
how hybrid-search approaches can enable users to search dictio-
naries using imperfect sign-recognition video analysis technology.
To evaluate user satisfaction and performance more holistically, we
plan on designing tasks similar to those performed by new ASL
signers when learning the language, e.g., completing a homework
assignment consisting of watching a video of ASL and answering
comprehension questions. This task-based evaluation will enable
us to understand how ASL learners use these dictionaries and the
extent to which they are successful. Moreover, it would also be in-
teresting to explore how users respond to the system when it does
not return their desired word, when it is based on fully automatic
sign-recognition technology.

5.2 Proposed Studies: Hybrid Search for Other
Scenarios

We also plan to investigate whether hybrid-search approaches are
useful in other scenarios, beyond ASL dictionaries.

5.2.1 Orthographically deep spoken languages. Searching for the
meaning of an unfamiliar word is also a challenge for orthograph-
ically deep spoken languages, in which there is little sound-to-
writing correspondence, e.g., Mandarin Chinese. Fundamentally,
hybrid-search consists of (1) performing a word to search for it
using AI-based matching technology and (2) filtering the set of
results. While, for ASL, this first step used video-based recognition,
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for spoken languages, it could consist of search by voice (through
automatic speech recognition of the user’s pronunciation) or search
by handwriting (through automatic character recognition, e.g., for
written Mandarin Chinese)—followed by a filtering step. It would
be interesting to evaluate whether users learning these other lan-
guages would benefit from hybrid-search approaches through a
study evaluating a Wizard-of-Oz prototype for a spoken/written
language, similar to our ASL prototype.

5.2.2 Datasets of human-movement. Our findings for ASL dic-
tionaries motivate research on enabling users to search within
other collections of relatively uniform-duration videos of human-
movement, such as martial arts moves, sports moves, or dance
moves. As discussed in related work, there has been some prior
work on search-by-video approaches in these contexts, i.e., in which
a user would submit of video in which they perform the movement
they partially remember. However, no prior work had examined
hybrid-search approaches, and it is unknown whether our findings
for ASL would directly apply, e.g., in regard to interface design,
supporting users in submitting a good video, or combining a search-
by-performance query with a search-by-feature filtering step. To
investigate this, we will design aWizard-of-Oz prototype for search-
ing an existing dataset of short videos of human movement, and we
will conduct a study with novice learners to understand whether
hybrid-search approaches are beneficial in this context.

6 CONCLUSION
This doctoral consortium submission motivates research on users
searching for the meaning of unfamiliar signs in a hybrid manner
that blends search-by-video and search-by-feature approaches, con-
tributing guidance about the interface design, performance thresh-
olds of underlying technology, and potential extensions of this
search approach to other contexts. This research will lead to scal-
able and searchable ASL dictionary systems, which could transform
the ASL learning experience and support greater communication
between Deaf and hearing individuals. More broadly, this work
may inform designers of interfaces for video-search engines, espe-
cially for short videos of human movement. The CHIIR Doctoral
Consortium would be a great opportunity to receive feedback from
researchers with expertise beyond what I can obtain at my uni-
versity, especially in the area of IR. I am planning to present my
dissertation proposal at the end of Summer 2022, so discussing my
plans and receiving feedback at this event would be well-timed, so
that I may incorporate that feedback into my dissertation proposal.
I am excited to network with other researchers working at the in-
tersection of HCI and IR, and engaging with this community would
motivate me in conducting studies on broader domains beyond ASL
dictionary search.
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