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ABSTRACT
Despite the recent improvements in automatic speech recognition
(ASR) systems, their accuracy is imperfect in live conversational
settings. Classifying the importance of each word in a caption tran-
scription can enable evaluation metrics that best reflect Deaf and
Hard of Hearing (DHH) readers’ judgment of the caption quality.
Prior work has proposed using word embeddings, e.g., word2vec
or BERT embeddings, to model word importance in conversational
transcripts. Recent work also disseminated a human-annotated
word importance dataset. We conducted a word-token level analy-
sis on this dataset and explored Part-of-Speech (POS) distribution.
We then augmented the dataset with POS tags and reduced the
class imbalance by generating 5% additional text using masking.
Finally, we investigated how various supervised models learn the
importance of words. The best performing model trained on our
augmented dataset performed better than prior models. Our find-
ings can inform the design of a metric for measuring live caption
quality from DHH users’ perspectives.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in acces-
sibility.
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1 INTRODUCTION
Deaf and Hard of Hearing (DHH) users of captions are often dis-
satisfied with the quality of captioning provided in live contexts,
which provide less time for caption production than pre-recorded
contexts [4, 17]. Regulatory organization would benefit from met-
rics that give insights into DHH users’ perception of the quality of
imperfect captions.

Existingmetrics used in transcription or captioning includeWord
Error Rate (WER) [2] and Number of Error in Recognition (NER)
[21]. As noted by Kafle et al. [16], a major shortcoming of these
metrics is that they do not consider the importance of individual
words when measuring the accuracy of captioned transcripts (com-
pared to the reference transcript) and assign equal weights to each
word. DHH readers rely more heavily on important keywords while
skimming through caption text [16].

Motivated by these shortcomings, prior work had proposed
metrics which assign differential importance weights to individ-
ual words in captioned text when calculating an evaluation score
[3, 13, 15, 25]. While that work had employed various methods for
assigning the importance of words, prior research has revealed that
DHH observers focus on keywords while reading a caption text to
capture the main context [15, 16]. Since captions typically display
only two or three lines of text at a time, the importance of each
word judged by DHH viewers is largely driven by the localized
contextual meaning of a word as shown in Table 1. Furthermore,
methods that extract important words or phrases relying on an
entire document or multiple documents might be unsuitable for
capturing this aspect of caption-reading behavior.

Caption Text That was pretty heartrending for her
Annotations That was pretty heartrending for her

Table 1: A sample caption text where keywords are in bold
font. For this text, excerpted from [14], annotators indicated
That and heartrending were essential for comprehending
the meaning.

We build on prior work and first investigate how existing state-
of-the-art keyword-extraction methods perform when predicting
the importance of words in a conversational transcript. Then, we
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delve into the explainability of the performance of these models by
investigating whether traditional Part-of-Speech (POS) tags of each
token can explain importance of words in conversational text. Based
on our initial findings, we then investigated how using both POS
tags and word-embeddings as features affected the performance
of a classical model. We then reduced the imbalanced distribution
of word importance in the dataset by producing additional text
using pre-trained BERT-embedding-based word masking method.
We augmented the existing data and investigated how our data
augmentations affected the performance of the models. Finally, we
are releasing a dataset of word-embedding augmented with POS
tag and augmented with the corpus generated using the masking
method for future research in the field.

2 RELATEDWORK
NLP researchers have explored approaches to determine word-
importance for various downstream tasks, e.g. term weight
determination when querying text [7], for text summarization [12]
or text classification [25]. Prior research on identifying and scoring
important words in a text has largely focused on the task of key-
word or important-term or keyphrase extraction [5, 7, 11, 20, 22, 25].
This task involves in extracting keywords and keyphrases from a
continuous description on a topic. In this space, supervised, unsu-
pervised and semi-supervised approaches have been proposed and
used, e.g., term frequency [20, 22, 23, 26, 27], statistical text features
[6], traditional and static word-embedding using GloVe [15], BERT
embedding [3, 11, 18], or BERT attention framework [9]. While
the conceptualization of word importance as a keyword-extraction
problem has enabled retrieving relevant information from large
textual or multimedia data [7, 24], this approach may not gener-
alize across domains, and functional and situational contexts of
language use such as live broadcasts. For instance, given the mean-
dering nature of topic transitions in television news broadcasts or
talk shows [14, 15], when processing caption transcripts, a model of
word importance that is more local may be more successful, rather
than considering the entire transcript of the broadcast.

Focusing on understanding importance of words within conver-
sational text, in our study, we use a previously released dataset
from [14] consisting of 25,000-token subset of Switchboard corpus
[10]. Kafle and Huenerfauth [14] developed this dataset by anno-
tating importance of the words on range from 0.0 to 1.0, where
1.0 is most important. They used a partitioning protocol to divide
the scores in 6 discrete classes: Class 1 [0-0.1), Class 2 [0.1-0.3),
Class 3 [0.3-0.5), Class 4 [0.5-0.7), Class 5 [0.7-0.9), and Class 6
[0.9 - 1]. Finally, they used a sequence-to-sequence LSTM-based
approach to predict importance category of each token. Another
recent work demonstrated how importance of words can be learnt
from BERT-contextualized embedding of each token [3]. In addition
to releasing a BERT-embedding augmented dataset, their modeling
experiments showed that logistic regression achieved the same
accuracy reported by Kafle and Huenerfauth [14]. While both of
these studies released datasets for use by other researchers, prior
work has not focused on structural properties, e.g., POS tagging of
these tokens at the transcript level. In our work, we have explored
how to better explain the dataset, and we consider the shortcom-
ings of this corpus and how limitations affects the performance of

various machine-learning models. We perform two data augmenta-
tions to enable supervised models to learn word importance in live
conversational transcripts.

3 EXPLAINABILITY
Our work evaluates the performance of three keyword or keyphrase
extraction models: 1. NLTK-Rapid Automatic Keyword Extrac-
tion (RAKE) [22], 2. KeyBERT [11] and 3. YAKE [6].

Method Accuracy F1 RMS
NLTK-RAKE 0.23 0.13 1.24
KeyBERT 0.23 0.15 2.63
YAKE 0.21 0.13 2.89

Table 2: Performance with three keyword extraction meth-
ods when estimating importance of the words from conver-
sational transcripts.

As shown in Table 2, NLTK-RAKE, an existing unsupervised
word frequency-based approach, and YAKE, a loosely unsupervised
approach that relies on the frequency of keywords across the single
or multiple documents, have been able to achieve F1 scores of 0.23,
0.21 respectively. The word-embedding-based method, KeyBERT
achieved an F1 score of 0.15. To ensure word-by-word comparison,
we have considered the phrase score as score of each word-token
within a phrase.

While closely analyzing importance scores in transcripts, we
observed that importance of words has been defined at sentence
level. Since only two or three lines of caption text generally appears
on screen at a given time, DHH viewers’ assessment of importance
of those words may be defined more by the text that appears on the
screen and not the whole transcript. Therefore, existing methods
that consider the entire document are less able to estimate the
importance of words in this context as reflected by the low F1
score.

3.1 POS Tags and Word Importance
Based on the importance of POS tagging discussed in prior work
[1], we explored how words possessing distinct POS tags were
distributed across low- and high-importance classes. For this in-
vestigation, we define the low-importance words as words having
scores less than or equal to 0.2, and higher-importance words, as
having scores higher than or equal to 0.8. The frequency of POS
tags across each class is shown in Figure 1.

After extracting the words that posses higher importance, we
employed the NLTK POS-tagger [19] to tag POS of each word token.
As shown in Fig. 1 (a), there is large proportion of words identified
as nouns (NN, NNS and NNP), followed by adjectives (JJ).

Figure 1 (b) displays POS distribution among low-importance
words. In this graph, words with NN POS-tags have the highest
frequency, and the ranking of the next most frequent POS distri-
butions were: determiner (DT), pronoun (PRP), or preposition or
subordinating conjunction (IN). These differences in distributions
motivate leveraging POS tags to better estimate word importance.

Since the above analysis 3.1 suggests that POS tagging is a poten-
tial indicator for differentiating high- and low-importance words,
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(a)

(b)

Figure 1: Distribution of Part-of-speech(POS) tag across (a)
High Important words and (b) Low Important words. Graphs
include the top-10 most frequent Part-of-speech (POS) tags
in each class.

we employed POS tagging as a feature with the available BERT
embedding dataset [3]. We added to the corpus POS tags based on
the tagset corresponding to the UPENN corpus.

3.2 Masking to Synthesize Additional Text
Similar to Amin et al. [3], we also observed that the augmented
dataset had an uneven word distribution across various classes (e.g.,
the percentage of words with importance classes 5 or 6 constitute
only 6.3% of the data). Thus, we reduced the imbalance of this
distribution in the dataset using a word-masking methodology [8],
which allowed producing open-ended text with similar words. The
objective of masking words and incorporating new samples was to
increase the proportion of high importance words in our dataset.

We identified long sentences (15 or more words) from the corpus
that contained high-importance words. We used bert-large-cased-
whole-word-masking [8], a pretrained masking model, to generate
more sentences. To minimize the risk of creating nonsense sen-
tences, we selected sentences from the corpus that contained only
one high-importance word. The generated sentences were manu-
ally checked. Here, we selected important words which had scores
greater than or equal to 0.8. Table 3 displays examples of an actual
sentence, masked sentence, generated sentence, and the correspond-
ing scores.

Original Sent so what do you do with your time
Masked Sent so what do you do with your [MASK]
Generated Sent so what do you do with your life
Importance Score [0.1 0.2 0.1 0.2 0.1 0.2 0.4. 0.9]

Table 3: Example of using masking to producing sentences
with high-importance words.

We generated 1296 new tokens which increased the words from
high importance class by approximately 30%. Then, we generated
corresponding BERT embedding and POS-tags to generate corre-
sponding feature space. For the words we masked, we assumed that
the generated word will also posses same importance score. Finally,
we used this new text to augment the data.

4 PERFORMANCE ON THE AUGMENTED
DATASET

Our findings in the previous section motivated us to investigate
the performance of various supervised learning models for esti-
mating word importance within conversational transcripts. We
have employed simple logistic regression, which is the current best-
performing model on the dataset we are using [3]. We used the
same hyperparameters as in this prior work [3] to observe how the
performance of the model was affected the by the new features.
We applied this model to a version of the dataset with POS-tag
features and to a version without such features, for comparison.
We then investigated various configurations of neural network
hyperparameters to study the performance of the models. These
hyperparameters included various activation functions (tanh, relu),
values for 𝛼 , hidden layer sizes ((10, 30, 10, 18), (20,)), optimization
algorithms or solvers (‘sgd’, ‘adam’, ‘lbfgs’), and numbers of itera-
tion (300-1500). During this process, we retained 10% of the data as
a test set. To investigate how the addition of newly augmented data
affected the performance of the model, we used the neural-network
model with the best performing hyperparameter configuration 1

identified in the prior steps.

Method Dataset Accuracy F1 RMS
Logistic Regression Without POS 0.65 0.57 0.92
Logistic Regression With POS 0.60 0.59 0.84
NN With POS 0.72 0.61 0.77
NN With POS and 0.71 0.64 0.73

Additional Text
Table 4: Supervised classification performance showing
macro-averaged F1 score and Root Mean Squared Error with-
out and with POS-augmented dataset.

Classes P P R R F1 F1
(POS) (POS) (POS)

6 0.56 0.80 0.83 0.60 0.67 0.69
5 0.40 0.63 0.29 0.64 0.33 0.64
3 0.48 0.37 0.38 0.34 0.42 0.36
4 0.48 0.41 0.33 0.42 0.39 0.41
2 0.64 0.67 0.68 0.71 0.66 0.69
1 0.69 0.75 0.72 0.74 0.71 0.74

Table 5: Precision, recall, and F1 performance of the best
logistic regression model, for each importance class, both
with and without using POS tag features.

1‘activation’: ‘relu’, ‘𝛼 ’: 0.0001, ‘hidden_layer_sizes’: (20,), ‘solver’: ‘adam’.
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Figure 4 illustrates how logistic regression and the neural net-
work learned semantic features when POS tagging was used. Both
approaches performed better the prior state-of-the-art method in
terms of F1 score. We then examined the performance of the model
across importance classes. Table 5 reveals that there was an im-
provement in precision for classes 1, 2, 5 & 6; this demonstrates the
benefit of including POS-tag features and data augmentation.

5 LIMITATIONS
Even after data augmentation, our dataset is still small and does not
support more advance feature learning approaches. Our automatic
approach for data augmentation involved just masking a single
word and ensuring that the output is sensible. Future work should
employ human annotators or crowdsourcing to generate more data
for live context (to enable deep learning approaches), and use more
ecologically valid data annotation approaches where the annotators
read the conversational transcriptions in blocks while assigning
word importance. We only used one tagset in this paper.

6 DISCUSSION AND CONCLUSION
Our findings have revealed that traditional keyword or keyphrase
extraction techniques are less suitable when users’ perception of a
text relatively depends on local characteristics of words. A followup
analysis revealed that POS-tagging augmented with BERT contex-
tualized word-embedding can better provide a meaningful score of
word importance in conversational transcripts. Additionally, shal-
low neural networks were able to learn features and estimate the
importance of words in the transcript. An in-depth analysis re-
vealed that the model improves on identifying high-importance
words. Given the accuracy on high-importance words, our pro-
posed approach can be used to identify keywords within a small
caption segment, which has been shown to benefit DHH viewers
of caption texts [16]. We release the augmented dataset with this
paper 2. This dataset may benefit researchers who wish to measure
the quality of captions from DHH users’ perspective. Overall, our
findings can support the design of automatic caption-evaluation
metrics, to more accurately capture DHH viewers’ judgments of
the quality of an imperfect caption text. Wide availability of accu-
rate automatic metrics may, in turn, help drive improvement in the
quality of captions during live broadcasts.
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