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ABSTRACT 

Prior work has revealed that Deaf and Hard of Hearing (DHH) 

viewers are concerned about captions occluding other onscreen 

content, e.g. text or faces, especially for live television program-

ming, for which captions are generally not manually placed. To 

support evaluation or placement of captions for several genres of 

live television, empirical evidence is needed on how DHH view-

ers prioritize onscreen information, and whether this varies by 

genre. Nineteen DHH participants rated the importance of vari-

ous onscreen content regions across 6 genres: News, Interviews, 

Emergency Announcements, Political Debates, Weather News, and 

Sports. Importance of content regions varied signifcantly across 

several genres, motivating genre-specifc caption placement. We 

also demonstrate how the dataset informs creation of importance-

weights for a metric to predict the severity of captions occluding 

onscreen content. This metric correlated signifcantly better to 23 

DHH participants’ judgements of caption quality, compared to a 

metric with uniform importance-weights of content regions. 

CCS CONCEPTS 

• Human-centered computing → Empirical studies in acces-

sibility. 
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1 INTRODUCTION 

Over 360 million people worldwide [5] who are Deaf and Hard 

of Hearing (DHH) may beneft from captions while watching live 
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Figure 1: Example of various onscreen information content 

regions in an emergency announcement video. 

television programs, i.e. video that is not pre-recorded and is gener-

ally transmitted by local television stations, which may be afliates 

of a national television network. Such programming consists of 

various genres, e.g. news about the local community, emergency 

announcements, weather information, live sports, etc. Especially 

during a public health emergency like COVID-19, local stations 

transmit live emergency announcements through broadcast TV or 

streaming video on the web. For example, this may include the 

current prevalence of the virus in the local communities and the 

safety and health precautions to be taken by those communities. To 

efectively disseminate such information among viewers, broadcast-

ers use various layouts and graphical elements that include both 

textual and non-textual content, i.e. graphs showing health trends 

or the name and title of a health ofcial who is speaking (Figure 1). 

Across genres of live video broadcasts, e.g. news or sports, there 

are diverse layouts and onscreen content, [14, 32, 42], e.g. dynamic 

scoreboards, players’ statistics during sports, daily temperature-

forecast graphics during weather news. While a human professional 

may place captions carefully during prerecorded television program-

ming to avoid occluding important onscreen content, placement 

may not be adjusted manually during live broadcasts, with captions 

often left at static location, e.g. the lower third of the screen [38] 

or other locations [3, 7]. Recent research has examined algorithms 

for automatically selecting caption placement, e.g. by considering 

the speaker’s location onscreen or the viewer’s gaze [19, 22, 27]. 

Regardless, if onscreen information appears where captions are 

often placed, then there is a risk that captions may block important 

onscreen content regions of interest to DHH viewers, leading to 

dissatisfaction with captioning services [16, 17, 33]. 

To ensure quality in the captioning provided by local television 

W4A ’21, April 19–20, 2021, Ljubljana, Slovenia broadcasters, periodic evaluation is necessary, e.g. by regulators or 
© 2021 Association for Computing Machinery. 
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viewers’ overall perception of the quality of a captioned live tele-

vision program [16, 17]. Existing guidelines for caption placement 

encourage broadcasters to avoid occluding łsalient" graphical el-

ements which may be important to DHH users [7, 11], but the 

specifcs of interpreting what are the most salient elements are 

left to subjective interpretation, nor do guidelines provide genre-

specifc guidance about which onscreen information is the most 

important not to be occluded. This is a concern since some onscreen 

content may difer in importance depending on the genre. For in-

stance, the job title of a speaker during an emergency public-health 

announcement may be especially important for viewers, who may 

wish to know their authority or credentials; a reporter’s job title 

in a news program may be less important for viewers. Therefore 

without empirical research from DHH users, users of such guide-

lines are left to subjectively prioritize which regions of the screen 

are most important to be visible, across various genres. 

A limitation of human-powered evaluation of local television 

captioning quality is that it is resource-intensive, and therefore it 

is only possible to perform occasional spot-checks of sample video 

from broadcast regions. Evaluation could also be performed by a 

fully- or semi-automated metrics, to enable more frequent and con-

sistent evaluation. Prior eforts to develop such metrics have largely 

focused on the text transcription accuracy of the captions, e.g. [1], 

[37], [41], [23]. These automatic metrics generally do not consider 

the degree to which captions block other visual information on-

screen, nor whether the severity of occluding specifc onscreen 

content may depend upon the genre of the program itself. As a 

result, quality scores may not refect DHH users’ judgments, since 

the severity of content occlusion can not be measured in existing 

metrics nor do current guidelines provide genre-specifc criteria. 

There is a lack of empirical data, gathered from DHH viewers, 

about their preferences and judgements about which visual ele-

ments should not be blocked by captions during live television, 

and there has been no empirical research as to whether these judg-

ments may vary depending upon the television genre. Such data is 

necessary to support two goals: (1) creating better metrics for auto-

matically evaluating caption placement quality to support the work 

of regulators, and (2) supporting eforts to place captions better in 

the future (either through guidelines for human professionals or 

the development of automatic placement algorithms). 

We therefore conducted a data-collection study with 19 DHH 

participants, who viewed videos from six local television genres: 

news, weather news, sports, interviews or talk shows, emergency 

announcements, and political debates. For each genre, we included 

videos with various typical screen layouts we had identifed [10], 

e.g. a news anchorperson looking at the camera, a new reporter 

speaking from a remote location, etc. We collected 3,002 judgements 

from participants, on an ordinal scale, about how important it 

would be that captions not block various regions of the screen. 

We found that the importance of onscreen content regions varied 

signifcantly, across diferent genres. Participants also provided 

some open-ended feedback about why they rated various onscreen 

regions as important, across various genres. 

To demonstrate the use of our dataset toward goal ł(1)" men-

tioned above, we next designed two prototype metrics for evalu-

ating the degree to which captions occlude other visual content, 

weighted by the importance scores in our dataset. A follow-up study 

Akhter Al Amin, Saad Hassan, and Mat Huenerfauth 

was conducted with 23 DHH participants who judged the quality of 

short videos, with various caption placements that blocked difer-

ent regions of the screen. We found out that users’ judgements of 

caption placement correlated better with a metric with importance-

weights based on genre-specifc data from our initial study, as 

compared to a baseline metric based on existing caption guidelines. 

This study has both a dataset and empirical contribution: (a) 

We collect and disseminate a dataset containing 3,002 subjective 

ratings from DHH users’ about how important it is that captions 

not block various types of onscreen text and graphic information, 

for various genres of live TV programming. This dataset can be 

used to inform guidelines about caption placement and the design 

of future caption evaluation metrics. (b) We empirically investigate 

whether the importance DHH users’ ascribe to various onscreen 

regions varies, based on the genre of live TV programming. (c) We 

empirically determine whether a metric with importance-weights 

based on our dataset correlates with DHH users’ preferences for 

caption placement. We leave the optimization of such a metric to 

future work; our prototype metric in this study is merely meant to 

demonstrate the potential value of this new dataset. 

2 BACKGROUND 

There are a variety of local television stations in the U.S., typi-

cally afliates of major national television networks; these local sta-

tions transmit programming through over-the-air broadcast signals, 

through arrangements with cable or satellite services within their 

region, or through streaming apps or services. The programming 

may include content from the national television network, e.g. na-

tional news broadcasts, scripted entertainment, as well as regional 

programming that is produced by the local station and transmitted 

only to the local geographic market. Some of this national-network 

programming and much of this local programming is broadcast live 

or with a brief time delay, rather than being pre-recorded. 

Although streaming video entertainment services are increas-

ingly popular, live television programming provides critical infor-

mation, e.g. local news. This is particularly important during a 

public health emergency like COVID-19 where access to timely, lo-

cal information is crucial for all. As discussed earlier, live television 

programming poses unique challenges in providing high-quality 

captioning for DHH viewers. In addition to the challenges in provid-

ing an accurate transcription of the spoken content, the real-time 

nature of the programming makes it more difcult to select appro-

priate 2D placement of the captions onscreen, without blocking 

other important visual information content. While human-powered 

captioning services for pre-recorded television programs can se-

lect optimum placement and timing for captions, due to the time 

pressure in captioning live programming, captions are not typically 

placed by a human in a carefully selected location [47]. Thus, the 

risk of captions occluding other salient visual content is elevated. 

Popular genres of live television programming include: news, 

weather news, political debates, interviews or talk-shows, emer-

gency announcements, and sports [31]. Each genre can be character-

ized according to the type of onscreen information content, as well 

as the screen-layouts that are typical within each. For example, in 

a television news broadcast, a common layout may include a news 

presenter who looks at the camera while presenting news, with 
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text content along the bottom of the screen indicating the headline 

and an information graphic appearing above the presenter’s shoul-

der. Another common camera view and layout may be a reporter 

who presents information from a remote location, again with text 

content on the screen that may indicate their location or name [9]. 

In this paper, we refer to each major category of live programming 

as a genre, and we have divided some genres into what we refer 

to as layouts, which correspond to these typical camera views and 

information layouts appearing within a genre, e.g. Figure 1. The 

use of some standard graphics software packages in the television 

industry [21, 42, 48] also contributes to the common appearance of 

some standard layouts of onscreen text and graphics. For example, 

these packages are often used by local news broadcasters to dis-

play text or graphics onscreen, such as continuous crawling news 

tickers, text representing the current headline, a logo of the local 

station, the name of the presenter, and other details [42]. 

3 RELATED WORK 

This section examines prior work on collecting preferences among 

DHH viewers about captioning, placing captions on a video, and 

evaluating captioned video quality. We frst discuss how while 

there has been prior user-based research on caption appear-

ance among DHH users, little prior work has considered the 

issue of placement and occlusion. We then describe current meth-

ods of placing captions on the screen, which are not currently 

based on empirical DHH users’ preferences. Finally, we explain 

how existing metrics for measuring the caption quality do 

not consider captions blocking onscreen content. 

Several studies have investigated DHH users’ preferences for 

the appearance of captions, e.g. font size and color [15, 44], or the 

usability of captions in various contexts, e.g. classrooms or one-to-

one meetings [4, 28, 36]. This work has revealed that DHH viewers 

prefer specifc font sizes or color, depending upon their distance 

from a streaming device or the background of the caption. Some 

studies have examined adding color or highlighting to captions to 

convey additional information, e.g. the accuracy or importance of 

words [4, 24]. Prior work has also examined how a long text should 

be best segmented into multiple lines to improve its readability 

for DHH viewers [45]. Captions should also convey non-verbal 

auditory information, e.g. music, laughing, or background noises, 

and some studies have investigated how to best represent these 

sounds inside a caption, e.g. [29]. Most relevant to this study, a 

prior experimental study with 105 DHH participants found that 

users were concerned about captions occluding graphical content 

in online videos [4], but this prior study did not specifcally focus 

on television content, nor live programming genres. 

Studies have also examined how the gaze patterns of a DHH 

viewer are afected by the presence of various onscreen content. 

For instance, an eye-tracking study found that DHH viewers focus 

their gaze on onscreen news presenters’ face and other textual in-

formation for 19% of the total TV program time, even when a sign 

language interpreter was present on the screen [46]. While that 

work had not examined captioning, it does suggest that DHH view-

ers are spending some time looking at various onscreen information 

content sources, beyond the linguistic content of the video itself. 

Although the presence of captions during video increases DHH 

users’ access to auditory information, captions occluding onscreen 

content reduces the overall amount of visual information that DHH 

viewers perceive [16, 17]. This prior work suggests the importance 

of gathering preferences from DHH viewers as to which onscreen 

visual content should not be blocked by captions. 

While this paper focuses on understanding what regions of the 

screen during television program should not be blocked by captions, 

there has also been related work on automated methods for se-

lecting where to place captions on the screen. For instance, 

some researchers have proposed approaches for placing captions 

such that they follow the movement of a speaker on the screen, e.g. 

[19], [20], [39], under the premise that having captions closer to the 

speaker would beneft DHH viewers. While user studies revealed 

that such approaches enhanced users’ experience [6], there can be 

challenges when the speaker is of-screen [27]. Other researchers 

have investigated content-sensitive dynamic caption placement 

methods, which must recognize the appearance of onscreen con-

tent regions that should not be occluded in a particular video, e.g. 

the face of the news presenter. In an evaluation, participants re-

ported that this approach was benefcial [22]; however, other work 

has identifed challenges in dynamic placement of captions, since 

DHH viewers may need to put extra efort into moving their gaze 

to changing caption locations [26, 27]. Some eye-tracking studies 

of dynamic captions revealed that DHH viewers spent less time 

reading captions, than when caption are placed in a static location 

[35]. Recent research found benefts from gaze-adaptive caption 

placement [27], in which eye-trackers identify the viewer’s gaze 

location, which is considered when captions are placed onscreen. 

In many of these automatic caption-placement approaches dis-

cussed above, the software must consider where visual information 

is on the screen, to avoid placing captions on those locations. While 

a heuristic rule can be used to select where captions should be 

located, this technology could be enhanced by the collection of ad-

ditional empirical data ś specifcally, by gathering the preferences 

from DHH viewers as to how they would prioritize the various 

onscreen content regions ś so that these preferences could guide 

such automatic caption-placement technology. 

In addition to providing guidance for the developers of tech-

nology for selecting where to place captions onscreen, there is 

another key motivation for our collection of a dataset in this paper 

ś namely, this dataset could inform the creation of metrics that 

could automatically evaluate the quality of how captions have been 

placed on a video. Several researchers have introduced metrics 

for evaluating caption quality, to produce a numerical score, 

which should ideally relate to DHH viewers’ preferences. Among 

these metrics, many tend to focus on the accuracy of the text con-

tent within the captions, rather than the placement of captions on 

the screen. Many of these metrics are based on the classic Word 

Error Rate (WER) metric, which penalizes transcripts that incor-

rectly add, delete, or substitute spoken words [1]. In recent years, 

researchers have proposed alternative metrics for assessing the 

quality of caption transcription, e.g. the Number of Edition, and 

Recognition error (NER) metric [37]; Weighted Word Error Rate 

(WWER) [41]; or Automatic Caption Evaluation (ACE) [23]. These 

metrics perform a comparative analysis between the hypothesis 

text (a caption text which has been shown during broadcast) and 

a reference text (an accurate verbatim text of what was actually 
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spoken by the speaker), to generate a numerical quality score. As 

discussed in the introduction, there is a need for ongoing and regu-

lar assessment of the quality of captioning in television broadcasts. 

While the use of these various existing metrics have contributed 

to improving the quality of caption transcription in the television 

broadcast industry [34], these metrics listed above do not consider 

the extent to which captions block salient onscreen content, even 

though prior research with DHH viewers suggest that occlusion 

negatively afects their TV watching experience [4]. 

Progress in the feld of automatic video analysis and recogni-

tion suggests that it is reasonable to consider automatic metrics 

that may be sensitive to where onscreen content appears. Existing 

image-recognition technology [18, 49] is capable of identifying or 

classifying human faces, text content in video, and other non-textual 

onscreen information. Similarly, video-genre-detection technology 

is capable of identifying various genres of video [2]. Given these 

advancements, it is reasonable to consider that future automatic 

caption evaluation metrics could penalize captions that block salient 

onscreen content, e.g. human faces or text information. However, 

in order to identify how severely a caption should be penalized, 

there is a need for a dataset of subjective preferences from DHH 

users, to prioritize what regions of the screen should not be blocked. 

For various genres of television content, such data would enable 

the weights within such metrics to be set empirically. 

4 OVERVIEW OF STUDIES 

Our analysis of prior work has revealed that existing caption-

evaluation metrics do not consider whether captions block visual 

content, and empirical guidance is needed on how to prioritize what 

should not be blocked. In this study, we identifed 6 genres of live 

television based on the viewership trends: News, Weather News, 

Interviews, Emergency Announcement, Political Debate, Sports 

[40]. For each genre, we identifed a set of common screen layouts, 

i.e. arrangements of onscreen text or graphics during typical scene 

arrangements in that genre. We then enumerated various onscreen 

content regions, which are present in each layout, and we also 

identifed some regions that were present across multiple genres, 

e.g. the mouth of the person speaking. To assist in collection of 

subjective judgments from DHH participants, we created videos 

of each layout and additional images containing content regions 

on each depicted and labeled. In a data-collection study, 19 DHH 

participants viewed these videos and provided subjective ordinal 

scores for each content region, to indicate how important it is that 

each region not be occluded by caption. Participants also shared 

some opinions about their choices. Section 5 describes this study, as 

well as the resulting dataset of quantitative responses, which 

is a key contribution of our study. 

Next, to provide guidance for future users of this dataset, we 

conducted an analysis to address our frst empirical research ques-

tion: RQ1. Does the severity an onscreen content region be-

ing blocked by a caption vary, depending upon the genre of 

video? Section 6 describes the analysis of response data, which re-

vealed that the relative importance of onscreen content regions, e.g. 

text displaying the the title of the person speaking, varied depend-

ing upon the genre of live television programming, e.g. weather 

news vs. emergency announcements. This fnding suggests that 

Akhter Al Amin, Saad Hassan, and Mat Huenerfauth 

future users of our dataset should consider response data for indi-

vidual genres, rather than pooling data across genres. 

Finally, to demonstrate how our dataset could be used, Section 7 

describes a prototype metric to assign a quality score to a captioned 

video, based on the degree to which captions occlude onscreen 

content regions. For each genre, the weight for how occlusion of 

a specifc content region afects the overall score was determined 

based on the importance-scores from participants in our dataset. 

For comparison, we also implemented a simple baseline metric that 

considered all content regions to be equally important. This en-

abled us to investigate: RQ2. Does a genre-specifc caption eval-

uation metric correlate better with the DHH viewers’ judg-

ment about caption placement during live TV programming 

than a baseline metric? In a follow-up study, we recruited 23 

DHH participants and asked them to rate the quality of caption-

placement in videos on a ten-point scale. We then performed a 

comparative analysis between how well users’ responses correlated 

with each of the two metrics: the baseline metric, and the severity-

weighted genre-specifc metric based on our dataset. This study 

suggests the dataset’s value for future metric implementation. 

5 CAPTION-OCCLUSION SEVERITY DATASET 

This section describes the collection of our dataset of DHH viewers’ 

perception of the importance that onscreen content regions in 

various layouts of live television genres not be blocked by captions. 

A study was conducted (remotely, using video-conferencing, due to 

COVID-19), in which DHH participants provided ordinal responses 

about the importance of each content region (listed in Table 1) that 

may appear during videos in each genre, as well as some open-ended 

comments about the rationale for their preferences. This section 

presents our methodology in three phases: (1) investigating each 

television genre to identify typical layouts and content regions to 

design stimuli and questions for phase 2, (2) collection of responses 

from participants, and (3) assembly and dissemination of the dataset. 

5.1 Phase 1: Identifying layouts and onscreen 

content regions for each genre 

Our frst task was to identify typical content regions of the video 

where text, people, or visual information resides. We began by 

consulting various research and guidelines on live television visual 

standards as follows: The Rise of Live and Interpretive Journalism 

[9], Quick Guide to NFL TV Graphics [14], Making Interactive TV 

Easier to Use [8], Verbal Turn-Taking and Picture Turn-Taking in TV 

interviews [43], and Visual Design Parameters on TV Weather Maps 

[13]. Next, we examined 60 TV programs which had been broadcast 

live in 17 national and local TV channels: CNN, FOX, MSNBC, 

TODAY, PBS, KCTV5 News, WWLTV, News 8 WROC, 13WHAM 

ABC News, WPTV News, KPRC 2, CBS Los Angeles, WKYC Channel 

3, ABC10, ABC7NY, ESPN, and CBS Miami. After evaluating these 

programs, a total of 14 diferent layouts were observed, spanning 6 

diferent genres, and each layout included various content regions. 

For example, in TV news, most of the textual information, e.g. 

scrolling news headlines, the news presenters’ name and title, the 

reporters’ name and title, tends to reside in lower segment of the 

TV screen. Whereas, in weather news, most of textual information, 

e.g., city name, time zones, and temperatures tends to be located in 
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Genres News 
Interviews or 

Talk Shows 

Emergency 

Announcement 

Political 

Debate 

Weather news Sports 

Layouts 
Presenter 

Only 

Discussion Remote Reporter In-studio Remote 

No 

Interpreter 
Interpreter 

Several 

Candidates 

Hourly 

Forecast 

Map 

View 

Weekly 

Forecast 
NFL NBA MLB 

Logo of the channel/network ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Speaker’s eyes ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Speaker’s mouth ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Listener’s face ✓ ✓ ✓ ✓ ✓ ✓ 

Name of presenter/host ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Social-network handle of presenter/host ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Topic of discussion or current news story ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Job title of presenter/host ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Geographic location of presenter/host ✓ ✓ ✓ ✓ 

Current time and temperature ✓ ✓ ✓ ✓ ✓ ✓ 

Name of the remote reporter/guest ✓ ✓ ✓ 

Job title of remote reporter/guest ✓ ✓ ✓ 

Title of TV program ✓ ✓ 

Text information behind presenter/host ✓ ✓ ✓ 

Hand gesture of an ASL interpreter ✓ 

Geographic location of remote reporter/host ✓ 

Weather Map ✓ ✓ 

City name on weather map ✓ ✓ 

News ticker/Crawler ✓ ✓ ✓ 

Hand gesture of the weather news reporter ✓ ✓ ✓ 

Table 1: List of onscreen content regions which appeared on the wire-frame diagram for each genre and layout 

the lower middle or upper area of the TV screen. We summarize the 

list of content regions across diferent layouts of genres in Table 1. 

5.2 Phase 2: Collecting Importance Judgments 

This collection of data was conducted during a one-hour appoint-

ment with each of 19 DHH participants. A researcher started the 

data collection by sending an IRB-approved informed consent form 

to our participants through email, which participants read and re-

viewed, prior to a video-conference meeting between the researcher 

and the participant. Participants responded to a demographic ques-

tionnaire which was presented as a Google Form. Before explaining 

details about experiment, researchers asked participants their pre-

ferred communication mode, American Sign Language (ASL) or 

Spoken English. (The researcher conducting the study was fuent 

in both ASL and Spoken English.) As per each participant’s com-

munication preference, the researcher briefed them about the aim 

of the data collection. The participants were told that our goal is to 

understand which onscreen content they do not want to be blocked 

by captions when watching a live video on TV or streaming de-

vices. The researcher then sent the participants a link to the data 

collection instrument which was a Google Form. 

The form was partitioned into several individual sections, one 

for each genre, the sequence of which was counterbalanced using a 

Latin square. To facilitate asking participants about the importance 

of each onscreen content region, we selected an example video 

stimulus for each genre, to display to participants, to help them 

visualize the type of videos within each genre; we ensured that the 

sample video stimulus contained the variety of layouts and content 

regions we had identifed in phase 1 for that genre. For clarity 

and to support our participants as they answered questions about 

the importance of each content region, we also provided diagrams 

below the example video stimulus, example shown in Figure 1, for 

each layout for that genre. Arrows pointed to content regions on 

each diagram, which were labeled with a name of each content 

region, e.g. łName of presenter/host," as listed in Table 2. The name 

in each label corresponded to the wording used in scalar questions: 

For each content region, participants indicated agreement with a 

statement łit is important that captions not block this region of 

the screen," on a fve-point Likert-scale from "Strongly Disagree" 

to "Strongly Agree." This was followed by an open-ended question 

asking participants why they believed particular onscreen content 

regions were most or least important. 

Participants were recruited by posting an advertisement on social 

media websites. The advertisement included two key criteria: (1) 

identifying as Deaf or Hard of Hearing and (2) regularly using 

captioning when viewing videos or television. Participants received 

$40 cash compensation for either the hour-long study conducted 

using a video-conferencing. A total of 19 people participated in the 

study including 10 women, 7 men, and 2 people who identify as non-

binary, aged 18 to 37 (median = 23.5). Fifteen participants identifed 

as deaf, and 4 identifed as hard of hearing. Seven participants 

reported regularly using American Sign Language at home or work. 

Ten reported that they began learning ASL when they were 9 years 

old or younger. The remaining participants reported using ASL for 

at least 1 year and that they regularly used it at work or school. 

5.3 Phase 3: Dataset Dissemination 

Table 2 summarizes the responses of the 19 DHH participants in our 

data-collection study. This dataset (comma-separated fle) available 

at http://latlab.ist.rit.edu/w4a2021occlusion. The dataset consists 

of 3,002 Likert-item responses, converted to 1 to 5 scale, based on 

participants’ rating for each of the relevant information content 

regions, across 14 layouts, of 6 television genres. 

6 REGION-IMPORTANCE ACROSS GENRES 

To address empirical research question 1, we next analyzed the 

quantitative responses in our dataset to determine whether DHH 

users’ importance-rating for onscreen content regions varies across 

diferent genres. We began by identifying the 13 information con-

tent regions which appeared in the layouts of more than one tele-

vision genre in our dataset. In the case of an information content 

region that appeared in multiple layouts within a single genre, the 

http://latlab.ist.rit.edu/w4a2021occlusion
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Section 1 (Average of participants’ importance-score for each layout) Section 2 (Score for each genre) 
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Logo of the channel/network 3.158 3.000 2.895 2.842 2.842 3.105 2.947 2.947 3.053 2.737 2.684 2.737 2.842 2.737 3.018 2.842 3.026 2.947 2.825 2.772 

Speaker’s Eye 4.316 4.158 4.421 4.421 4.368 4.263 4.211 4.368 4.000 4.000 3.737 3.789 3.789 3.474 4.298 4.395 4.237 4.368 3.912 3.684 

Speaker’s Mouth 4.211 4.000 4.263 4.474 4.421 4.368 4.105 4.421 3.947 3.895 3.632 3.842 3.632 3.368 4.158 4.447 4.237 4.421 3.825 3.614 

Listener’s Face 3.895 4.211 4.421 3.368 3.263 4.105 3.895 4.316 3.316 4.105 

Name of presenter/host 3.579 3.684 3.526 3.526 3.737 4.368 4.211 4.368 2.842 2.737 2.842 3.684 3.158 3.105 3.596 3.632 4.289 4.368 2.807 3.316 

Social-network handle of presenter/host 2.789 2.737 2.632 2.579 2.737 2.842 2.421 2.421 2.719 2.658 2.561 

Topic of discussion or current news story 4.474 4.526 4.579 4.526 4.368 4.684 4.368 4.579 4.526 4.447 4.526 4.579 

News ticker or crawler 3.526 3.526 3.263 3.439 

Job title of presenter/host 3.421 3.368 3.263 3.263 3.737 4.211 4.684 3.842 2.632 2.526 2.526 3.351 3.500 4.447 3.842 2.561 

Geographic location of presenter/host 3.947 4.105 3.158 3.474 4.026 3.316 

Current time and temperature 2.842 2.526 2.421 3.947 3.895 3.947 2.596 3.930 

Name of remote reporter/guest 3.632 4.158 4.053 3.632 4.105 

Job title of remote reporter/guest 3.263 3.737 3.737 3.263 3.737 

Title of the program 3.632 3.947 3.789 

Text information behind presenter/host 4.000 4.579 4.421 4.579 4.000 4.500 4.579 

Hand gesture of ASL interpreter 3.894 3.894 

Geographic location of remote reporter/guest 3.421 3.421 

Graphical information behind remote reporter 4.421 4.421 

Hand gesture of the weather news presenter 4.421 4.368 4.211 4.333 

Weather map behind the presenter 4.789 4.789 

Day-wise weekly weather chart 4.842 4.842 

Name of the city on the weather map 4.684 4.579 4.632 

Logo of the sports league 3.211 3.211 3.053 3.158 

Play/Game clock 4.368 4.579 4.474 

Score 4.579 4.632 4.579 4.596 

Players’ individual statistics 3.737 3.684 3.737 3.719 

Player(pitcher/ batter/ quarterback/ thrower) 4.421 4.368 4.395 

Inning info/current quarter of the game 4.368 4.579 4.421 4.456 

Timeout/shot clock 4.158 4.474 4.316 

Table 2: Section 1 presents the average of participants’ rating of the importance of 29 content regions across 14 layouts, and 

Section 2 presents the composite scores for each genre, in which data from all layouts of a genre are averaged. 

importance-score a participant assigned to the content region in 

all layouts of that genre were frst averaged, to produce a com-

posite genre-specifc importance score for each content region, for 

each genre, for each participant. Finally, for each of these 13 con-

tent regions that appeared in more than one genre, we performed 

a statistical analysis to identify whether there was a signifcant 

diference in important scores across genres. 

6.1 Quantitative Analysis Results for RQ1 

Table 3 displays the average of all participants’ importance-score 

responses, for each of the 13 content regions that appeared in more 

than one genre. In this table, signifcant diferences are indicated 

with asterisks as follows: *** if p<0.001, ** if p<0.01, or * if p<0.05. 

For each content region, a Friedman test was frst conducted to 

determine whether participants’ importance judgments varied sig-

nifcantly across genres. For those 7 content regions with signifcant 

diferences, post-hoc pairwise comparisons were performed using a 

Wilcoxon Signed Rank test, with Bonferroni corrections, as follows: 

(1) Speaker’s eyes (�2=22.2, p<0.001***) with pairwise diference 

for: Interviews / Sports (p=0.003). 

(2) Speaker’s mouth (�2=22.9, p<0.001***) with no signifcant 

pairwise diferences revealed during post-hoc testing. 

(3) Presenter/host’s name (�2=35.8, p<0.0001***) with pairwise 

diferences for: Emergency Announcements / Sports (p<0.001***), 

Emergency Announcements / Weather (p<0.001***), Political De-

bate / Sports (p<0.001***), Political Debate / Weather (p=0.002**). 

(4) Presenter/host’s job title (�2=24.8, p<0.0001***) with pairwise 

diferences for: Emergency Announcements / News (p=0.003**), 

Emergency Announcements / Weather (p<0.001***), Interviews / 

Weather (p=0.005**). 

(5) Presenter/host’s geographic location (�2=8.33, p=0.003**) 

with pairwise diference for: Interviews / News (p=0.003**). 

(6) Current time and temperature (�2=8.07, p=0.005**) with pair-

wise diference for: News / Weather (p=0.001***). 

(7) Text information behind presenter, e.g. city name on weather 

maps, (�2=6.4, p=0.04*), with no post-hoc pairwise diferences. 

https://��2=8.07
https://��2=8.33


                  

     

 

 

 

 

 

 

 

   

  

             

          

          

        

           

           

        

         

         

         

        

         

            

                     

                   

     

             

          

           

        

           

            

          

        

         

         

            

            

          

       

            

             

           

        

       

              

         

        

          

          

         

   

      

         

          

    

            

           

          

           

            

        

         

         

           

         

         

        

           

           

       

            

          

           

             

          

     

            

             

           

         

          

          

         

          

         

         

          

        

           

         

           

             

          

    

           

          

       

Caption-Occlusion Severity Judgments across Live-Television Genres from Deaf and Hard-of-Hearing Viewers W4A ’21, April 19–20, 2021, Ljubljana, Slovenia 

Onscreen Content Regions News Interviews 
Emergency 

Announcement 

Political 

Debate 

Weather 

News 
Sports 

Results of the 

Friedman Test 

Topic of discussion or current news story 4.526 4.447 4.526 4.578 �
2=2.33, p=0.506 

Speaker’s eyes 4.298 4.394 4.236 4.368 3.912 3.684 �
2=22.2, p<0.001*** 

Speaker’s mouth 4.157 4.447 4.236 4.421 3.824 3.614 �
2=22.9, p<0.001*** 

Listener’s face 3.894 4.315 3.315 4.105 �
2=7.39, p=0.065 

Name of presenter/host 3.596 3.631 4.289 4.368 2.807 3.315 �
2=35.8, p<0.001*** 

Job title of presenter/host 3.350 3.5 4.447 3.842 2.561 �
2=24.8, p<0.0001*** 

Geographic location of presenter/host 4.026 3.315 �
2=8.33, p=0.003** 

Name of the remote reporter/guest 3.632 4.105 �
2=1.60, p=0.206 

Job title of remote reporter/guest 3.263 3.737 �
2=0.818, p=0.366 

Text information behind presenter/host 4 4.5 4.579 �
2=6.40, p=0.040* 

Current time and temperature 2.596 3.929 �
2=8.07, p=0.005** 

Social-network handle of presenter/host 2.719 2.657 2.561 �
2=0.174, p=0.917 

Logo of the channel/network 3.017 2.842 3.026 2.947 2.824 2.771 �
2=3.34, p=0.648 

Table 3: Participants’ average importance score (1 = lowest, 5 = highest) for those content regions that appeared in more than 

one genre, with Friedman test to reveal whether any signifcant diference across genres (* p<0.05, ** p<0.01, *** p<0.001) 

6.2 Summary of Open-Ended Feedback 

The focus of our work is primarily quantitative in nature, and we do 

not claim to have performed a formal qualitative analysis. However, 

we had collected text data with open-ended questions on (1) why 

participants prioritized the visibility of some information content 

regions and (2) why some content regions were most or least impor-

tant to them. In this section, we briefy present this qualitative data, 

which may provide some insight on our quantitative results. Overall, 

we found participants’ views to be context- and topic-dependent, 

as well as relating to how they receive information. 

Our quantitative results revealed that content regions related to 

the eyes or mouth of the speaker (or of anyone else onscreen listen-

ing to the speaker) were generally rated as important. Our text data 

indicated that seeing the faces of people onscreen supported DHH 

viewers’ speechreading and understanding of emotional aspects 

of a discussion, as well as the personality of the people onscreen. 

P12 said: "I think it’s important not to cover the eyes or mouth/facial 

region in general of the presenter as lipreading and reading body 

language is used to help understand the information." 

While our quantitative results revealed generally low-to-moderate 

scores for the name or the job title of the people appearing on the 

screen, analysis of text data revealed higher pairwise importance 

for these content regions during Emergency Announcements, with 

the source of information being important for the credibility of 

the content of the TV program. Some participants explained that 

it was important whether a trustworthy authority was providing 

information during emergencies: 

"For health emergency announcements, the announcer’s 

credibility and quality of information being given is of 

a higher priority because they are needed to ensure my 

safety and security." -P8 

The logo of the television channel appeared in all of the genres 

in our study, and quantitative data indicated it was generally a 

low-importance region of the screen. However, it was notable that 

a few participants mentioned that there were occasions in which it 

was important to know about the logo to determine if the origin 

and source of information was trustworthy. P4 explained: 

"The logo of the news company is very important be-

cause some news companies are not so reliable so know-

ing which news company would help me to decide if I 

should believe this story or need to research further." 

When discussing onscreen text that revealed the current news 

headline or topic of discussion, several participants mentioned 

how this can be valuable in understanding what is being spoken, 

especially when captioning is inaccurate or the viewer is having a 

difculty with speechreading. P11 shared their experience: 

"It’s important to be able to read the headline as well as 

the main points being presented on the screen because it 

helps clarify a lot. I fnd news captions to be inaccurate 

a lot of the time so being able to read the screen with 

the bullet points is one of the most important things." 

7 EVALUATING A DATASET-BASED METRIC 

As discussed in sections 1 and 2, a key motivation for the collec-

tion of our dataset is to inform the design of a caption evaluation 

metric that could consider the placement of captions on the screen, 

specifcally whether the captions are blocking any content regions. 

Without our dataset, it was already possible for someone to im-

plement a simplistic baseline metric as follows: The metric could 

identify whenever a caption blocks any onscreen content region, 

under the assumption of uniform severity of occlusion, i.e. all oc-

clusions would be penalized equally, regardless of which content 

region had been blocked. Alternatively, a metric could be severity-

weighted, i.e. the penalty of an occlusion could vary, depending 

upon which onscreen content region had been blocked. Further-

more, the analysis in section 6 revealed that the importance DHH 

viewers assign to onscreen content regions varies across genres, 

which suggest that if future researchers wish to use our dataset 

to set the weights of such a metric (to determine how much to 

penalize a caption for blocking a particular content region), these 

weights should be genre-specifc. 

To demonstrate the utility of our dataset, we conducted a further 

user study to compare two prototype metrics: the baseline metric 

described above and a severity-weighted, genre-specifc metric 
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that considers the importance-scores of each content region for 

specifc genres. In this study, we collected subjective judgements 

from DHH participants about the quality of caption placement 

during short videos of live television programs, and we compared 

how well these two metrics correlated to users’ judgements. 

7.1 Prototype Metric Framework 

Both the severity-weighted genre-specifc metric and baseline met-

ric are based on a common framework, which considers the: du-

ration a caption occludes a content region, duration that content 

region is onscreen, and degree of occlusion (percentage of the re-

gion’s area blocked by the caption). The output of the framework 

ranges from 0 to approximately 1, with higher scores indicating 

higher quality in how captions are placed, with fewer content re-

gions occluded. The framework is based upon a weighted geometric 

mean of a set of terms, with each term representing the potential 

occlusion of each content region in a particular genre: 

�Ö 
1 

����� = ( (1 − ���� + �)
�� 
) � (1) 

�=1 

In equation 1, �� represents the percentage of frames in which the 

caption occludes the content region n (out of the total number of 

frames region i is onscreen), �� is the average percentage of the 

area of this content region which is occluded, �� is the importance-

weight of content region i, and � is a constant value 0.01 (explained 

below). For each content region, �� and �� is multiplied to generate 

an occlusion score, which has a value of 0 when the content region is 

never occluded, and a value of 1 if the content region is completely 

blocked for the entire time it is on the screen. This value is sub-

tracted from 1 to compute a visibility score for that content region. 

Our study used pop-up style captions (which appear and disappear 

as blocks, with brief duration between each); so, no region was ever 

100% occluded; however, to avoid the possibility of a single 0-value 

term dominating the geometric mean, we have inserted � (constant 

value 0.01) for smoothing. The importance-weight �� is applied as 

an exponent, to weight this term before taking the geometric mean 

(by taking the Nth root of the product of the N terms). 

The diference between the two metrics is in how the �� val-

ues are determined. The severity-weighted, genre-specifc metric 

weights the importance of each content region in the overall geo-

metric mean score by applying exponents based on our dataset. 

Specifcally, the value of �� is the average of participants’ responses 

for content region � , for this television genre. On the other hand, 

in the baseline metric, all �� exponents have a value of 1, under 

the premise that without our dataset, there would be no empirical 

basis for assigning the relative importance of each content region. 

As an example, consider a news video in which a caption blocks 

30% of the area occupied by the topic of discussion or current news 

story content region, and the caption occludes this region for 450 

of the 900 video frames when that content region appeared on-

screen. Thus, in our severity-weighted genre-specifc metric, the 

total visibility score of that region would be (1 − (0.3 ∗ (450/900)) + 

0.01)
4.526 

= 0.505, where 4.526 is participants’ average importance-

score for the topic of discussion or current news story content region 

during the News genre (see Table 2). 

Akhter Al Amin, Saad Hassan, and Mat Huenerfauth 

To clarify, we do not claim a software implementation of this 

metric as a contribution. Optimization and automation of such 

metrics is left for future work, and instead we simply implemented 

them in a wizard-of-oz manner, with two human annotators who 

identifed timing and degree of caption occlusion in the videos 

independently. They watched each video several times, to identify 

all the onscreen content regions present and all occlusion events, 

i.e. whenever a caption blocks a region. For each occlusion event, 

the individual video frames were examined to calculate the total 

duration a content region was onscreen and the percentage of time 

it was occluded (�� ). The percentage of the area of the content being 

occluded (�� ) was based on the average judgement of the annotators. 

The annotators had an Intraclass Correlation Coefcient of > 0.9, 

which is in the łexcellent" range, as discussed in [25]. Notably, 

this human implementation was performed once for the entire 

framework, and then each of the two metrics were calculated using 

this same set of human judgements, simply by using diferent �� 

values, as described above. 

7.2 Experimental Study and Results for RQ2 

To determine which metric would correlate better with the judge-

ments of DHH viewers, we needed to collect subjective judgements 

from DHH participants about the quality of caption placement in 

a set of videos, which needed to span the genres included in our 

original dataset. To begin, we considered a set of 110 television 

videos from 15 diferent TV channels. To select particular stimuli to 

display in our study, we identifed videos which contained several 

of the content regions for each genre, as listed in Table 1. Ultimately, 

we selected a set of 11 stimuli videos, from across 6 genres, from 

the following sources: News (CNBC, Good Morning Britain), In-

terviews or Talk Shows (American Medical Association’s Youtube 

Channel), Emergency Announcements (ABC Wisconsin), Political 

Debates (Spectrum News NY), Weather News (CBS Florida, WDIV 

TV), and Sports (YouTube channels of the NFL, NBA, and MLB). 

To begin, we examined the caption fle (containing the caption-

text and caption-placement information) to confrm that the text 

transcription was completely accurate. Next, we needed to create 

multiple versions of each stimulus video, with variations in where 

the captions were placed onscreen, so that we could collect a va-

riety of subjective judgements about caption placement quality. 

It is important for readers to note that the placement of captions 

in the video stimuli in this follow-up study was not based on the 

judgements from DHH participants that had been collected in our 

dataset; we were simply interested in producing videos with a vari-

ety of caption placements, in which captions would block various 

onscreen regions, so that we could collect judgements from partici-

pants in this new study. Thus, it was important that the captions 

in these stimuli blocked various onscreen content regions, so that 

we would not miss an opportunity to gather judgements from par-

ticipants about how problematic such occlusions would be. Rather 

than select random placements for the captions on the screen, we 

wanted the placement to more naturally appear in typical locations 

for television content. Thus, we examined guidelines discussed in 

[35], guidelines from EIA 608 [38], and observation of placement of 

captions in our original stimulus candidate set of videos. Ultimately 

the following three caption placements were selected: 
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• Upper segment of the lower third of the TV screen 

• Lower segment of the lower third of the TV screen 

• Upper third of the TV screen 

We engineered caption fles and embedded them in each video 

stimuli using FFMPEG [12], an open source video editing tool, to 

create three versions of each stimulus, in which captions are located 

in each of these three typical locations. 

Our experiment was conducted during an one-hour appointment 

with DHH participants. Participants read an informed consent form 

for this IRB-approved study and confrmed by email, prior to a 

video-conference meeting between the researcher and the partici-

pant. Participants responded to a demographic questionnaire which 

was presented as a Google Form. The researcher then briefed the 

participants about the aim of the study: to obtain their feedback 

about various caption positions. Participants were shown the videos 

with various placements of captions across 11 diferent layouts. Sub-

sequently, they were asked if they were happy with the location 

of the captions on a ten-point ordinal scale (frowny-face to smiley-

face). At the end of the experiment, we asked our participants if 

they had any comments. 

Participants were recruited from social-media advertisements, 

which included two key criteria: (1) identifying as Deaf or Hard of 

Hearing and (2) regularly using captioning when viewing videos 

or television. In addition, we allowed individuals who participated 

in data-collection study, since the video stimuli set we generated 

and the study set-up we planned for this study are signifcantly 

diferent than our preliminary study. Participants received $40 cash 

compensation for the study. A total of 23 people participated in the 

study including 11 females, 11 males, and one non-binary, aged 18 

to 37 (median 24). Eighteen participants identifed as deaf, and 5, 

as hard of hearing. Sixteen participants reported regularly using 

American Sign Language at home or work and learning ASL when 

they were 6 years old or younger. The remaining participants re-

ported using ASL for at least 2 years and that they regularly used it 

at work or school. 

Upon eliciting 759 ratings from 23 participants for 33 video 

stimuli across 6 genres, we computed two Spearman Rho corre-

lation scores for (a) participants’ score vs. score generated from 

our genre-specifc prototype metric and (b) participants’ score vs. 

score generated from the baseline metric. The correlation coef-

fcient for (a) was �ℎ�� 
= 0.462 with a p-value < 0.0001 and for 

(b) was �ℎ�� 
= 0.374 with p-value < 0.0001. Then we performed 

a Fisher r-to-z transformation on correlations between �ℎ�� 
and 

�ℎ�� 
and observed a signifcant diference between these two co-

efcients (z-score = 2.08, 2-tail p-value = 0.0375), which indicated 

that the severity-weighted genre-specifc metric was signifcantly 

more correlated to the participants’ scores. 

8 DISCUSSION 

A key contribution of this paper is the creation, analysis, and demon-

stration of the use of a dataset of the judgements of DHH viewers as 

to how important various onscreen content regions are during sev-

eral genres of live television. As discussed in section 2, while there 

exist some standards and guidelines for where to place captions 

on a video, e.g. [7], [3], there is a need for empirical data to sup-

port these guidelines for automatic placement approaches. Those 

guidelines do not provide importance-weights or prioritization of 

content regions, let alone genre-specifc guidance for caption place-

ment. Section 3 revealed that while there has been prior user-based 

empirical research on various aspects of captioning with DHH par-

ticipants, relatively little work had examined how captions occlude 

other onscreen content. No prior study had provided a prioritiza-

tion of how DHH viewers would rate the importance of various 

onscreen content regions being visible. 

While there has been prior research on automatic methods for 

selecting where to place captions in video, e.g. [22], [19], [27], as 

discussed in section 3, there was a need for empirical evidence to 

serve as a basis for such approaches, which had previously used 

heuristic methods to determine which content regions onscreen 

should not be blocked. Further, while prior work in section 3 had 

identifed some key content regions on the screen, e.g. the face of 

the speaker, our work has provided a large enumerated set of many 

onscreen content regions, across a variety of common layouts of 

several live television genres. Future researchers considering live 

television genres may beneft from the analysis of content regions 

which provided a basis for our wire-frame diagrams for each genre. 

As discussed in section 1, compared to pre-recorded television 

or video content, the real-time nature of live television makes it 

less likely that a human places captions carefully to avoid blocking 

other important visual content, which motivates our focus on live 

television genres. As part of the oversight of television captioning 

in various local regions, regulators or advocacy groups periodi-

cally need to assess the caption quality for samples of televised 

content, which motivates advancements in automatic metrics, to 

enable more frequent evaluation. Existing automatic metrics do not 

consider whether captions occlude onscreen information content, 

and as discussed in section 3, empirical data from DHH viewers 

as to how they would prioritize the visibility of various content 

regions onscreen could be incorporated into such metrics. From this 

perspective, we have also considered two key empirical questions, 

which provide guidance for how future designers of such metrics 

could use our dataset for metric creation. 

RQ1 focused on whether the severity of a caption blocking an 

onscreen content region varied depending upon the video genre. 

Section 6 discussed how we analyzed the quantitative responses 

from participants, with a focus on the importance-scores for a sub-

set of content regions that appeared in more than one genre. Our 

analysis revealed that DHH participants’ importance judgement 

about 7 of these 13 content regions varied, depending upon the 

genre of television program. This fnding is important for future 

users of our dataset, since it suggests that it would be inappropriate 

to simply pool together all of the responses from participants; in-

stead, importance-scores for content regions should be considered 

on a per-genre basis. Section 6.2 provided an informal summary 

of some open-ended comments from participants about why some 

content regions are more or less important to be visible. Partici-

pants mentioned how the importance of particular content regions 

vary according to genres based on the degree to which that content 

may afect users’ trust in the information, e.g. knowing the TV net-

work of a news program to determine potential bias, or knowing 

the identity of a speaker onscreen to determine authoritativeness 

during an emergency announcement. Participants also mentioned 
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how some onscreen content regions are used to provide context for 

DHH viewers when there are errors in the captions provided. 

To provide a concrete illustration for future researchers as to how 

our dataset could be used to implement a caption-placement evalu-

ation metric, section 7 presented a prototype metric with weights 

based upon our dataset. This study addressed RQ2, and it revealed 

that a genre-specifc caption evaluation metric correlates better 

with the DHH viewers’ judgments about caption placement in live 

TV programming than a baseline metric, with uniform importance-

scores for all content regions. Since these two metrics were based 

on a common framework, discussed in section 7.1, the diferences 

in predictions of each metric are based only on the importance-

scores weights in each. Thus, this analysis revealed specifcally how 

the importance-scores in our dataset enabled an improvement to a 

metric, which was otherwise identical in structure. 

Finally, it is important to note that the methodology used to cre-

ate our dataset was based upon an assumption: that the quality of 

caption-placement for a video can be estimated, in part, by asking 

DHH participants to explicitly give subjective judgments about how 

important various content regions are, across several live television 

genres. As an alternative, we could have asked participants to give 

overall ratings of caption-placement quality for a wide variety of 

videos, with captions in various locations and occluding various 

content regions (similar to the study in section 7.2 but at a larger 

scale). Through collection many such judgements, which may have 

implicitly measured how important the occluded regions were, a 

regression analysis may have revealed coefcients for how occlu-

sion of specifc content regions contribute to DHH viewer’s overall 

judgement of captioned video quality. The downside of such an 

approach is that an extremely large number of judgments would 

need to be collected, across a large and diverse set of videos, with 

occlusion of diverse content regions, in order to obtain such co-

efcients through a regression analysis. Thus, in order to collect 

importance-score judgements with a manageable number of DHH 

participants, we instead collected explicit judgements. Despite this 

simplifcation, section 7.2 provides evidence of the validity of our 

approach: We found that a metric based on our dataset was corre-

lated to DHH participants’ overall subjective judgment of caption 

placement quality in real videos. 

9 LIMITATIONS AND FUTURE WORK 

As discussed above, our study relied upon explicit judgements about 

the importance of content regions, but future research could further 

examine how such judgements about the importance of content 

generalize to other forms of holistic evaluation, including, e.g. com-

prehension questions or other task-based measures. 

In preparation for our original data-collection study, we selected 

a list of onscreen elements after sampling videos from 17 diferent 

TV channels; however, there are over 1700 TV channels in U.S. 

alone [30]. An analysis of video from more TV stations could reveal 

additional content regions or layouts for each genre. In future work, 

researchers could conduct an even larger analysis of a wider range 

of television content, to determine if there are additional onscreen 

regions that are important to DHH viewers. Furthermore, the focus 

of the dataset collection and analysis in this paper has been on 

genres of live television programming; however, future work could 

Akhter Al Amin, Saad Hassan, and Mat Huenerfauth 

extend this focus to consider genres of pre-recorded television 

content, as well as genres of online video on social media platforms. 

In our data-collection study (section 5) and in our later study 

evaluating metrics (section 7), we recruited a set of DHH partici-

pants in our study who represented a relatively young demographic 

and who were primarily from our geographic region. Future work 

would be necessary to determine whether the preferences and 

fndings of our study would generalize to a wider range of DHH 

individuals, across various demographic characteristics, e.g. age, 

gender, or identity (Deaf, deaf or hard of hearing). For this reason, 

we have disseminated a table of the demographic attributes of our 

participants at http://latlab.ist.rit.edu/w4a2021occlusion, so that 

readers can better interpret our fndings. 

When demonstrating the use of our dataset for producing a 

metric of caption-placement quality (section 7.1), it is important 

to note that the metric presented is merely an example of how a 

framework could be structured, as well as how a set of importance-

weights for individual content regions could be calculated naively 

by simply using the raw importance scores from our dataset. Future 

research could investigate the efectiveness of a variety of alter-

native frameworks or importance-weight calculations, which may 

use our dataset in other manners, to generate metrics that correlate 

even better to DHH viewers’ judgements. The framework presented 

in section 7.1 assumes that the contribution to the overall score 

for a video is based on the degree to which content regions are 

occluded individually, whereas it may be possible that captions 

which occlude specifc combinations of content regions may have 

a more severe efect on the overall captioned video quality. 

10 CONCLUSION 

The key contribution of this research is the creation of a dataset 

of DHH users’ judgments of the importance of various content 

regions across live television genres, to inform current caption-

placement guidelines and caption-evaluation methods. Beyond this 

main contribution, a subsequent analysis revealed the empirical 

fnding that users’ responses difered signifcantly across genres, 

which provides guidance as to how future researchers should make 

use of this dataset in a genre-specifc manner. After demonstrating 

how to create genre-specifc caption-evaluation metric using our 

dataset, a second user study was conducted to gather DHH viewer’s 

overall judgments of caption-placement quality for a set of videos. 

An analysis revealed our second major empirical fnding, that DHH 

viewers’ judgements were better correlated to a metric with oc-

clusion severity-weights based on our dataset, as compared to an 

analogous metric without severity-weights for each content region. 

This fnding demonstrated the utility of the dataset, and it also pro-

vided evidence of the validity of the data-collection methodology 

used in this work, which relied upon collection of explicit judge-

ments of the importance of content regions from DHH participants. 

The dataset, diagrams of content region layouts, and other materials 

are disseminated at http://latlab.ist.rit.edu/w4a2021occlusion, for 

use by future researchers or for replication of this work. 
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