
Watch It, Don’t Imagine It: Creating a Beter Caption-Occlusion 
Metric by Collecting More Ecologically Valid Judgments from 

DHH Viewers 
Akhter Al Amin∗
Saad Hassan∗

Sooyeon Lee 
Rochester Institute of Technology 

Matt Huenerfauth 
Rochester Institute of Technology 

aa7510@rit.edu 
sh2513@rit.edu 

Rochester, New York, USA 
slics@rit.edu 

Rochester, New York, USA 
matt.huenerfauth@rit.edu 

Rochester Institute of Technology 
Rochester, New York, USA 

ABSTRACT 
Television captions blocking visual information causes dissatisfac-
tion among Deaf and Hard of Hearing (DHH) viewers, yet existing 
caption evaluation metrics do not consider occlusion. To create 
such a metric, DHH participants in a recent study imagined how 
bad it would be if captions blocked various on-screen text or visual 
content. To gather more ecologically valid data for creating an im-
proved metric, we asked 24 DHH participants to give subjective 
judgments of caption quality after actually watching videos, and a 
regression analysis revealed which on-screen contents’ occlusion 
related to users’ judgments. For several video genres, a metric based 
on our new dataset out-performed the prior state-of-the-art metric 
for predicting the severity of captions occluding content during 
videos, which had been based on that prior study. We contribute 
empirical fndings for improving DHH viewers’ experience, guiding 
the placement of captions to minimize occlusions, and automated 
evaluation of captioning quality in television broadcasts. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in acces-
sibility.
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Figure 1: Sample screen layout of a TV news program, show-
ing multiple information content regions. 

1 INTRODUCTION 
More than 360 million people across the world experience hearing 
loss [7], and 15% of US adults who are Deaf and Hard-of-Hearing 
(DHH) rely on captioning services while watching television pro-
gramming [2, 4]. To ensure DHH viewers’ access to spoken informa-
tion, captioning is required for television programming – whether 
the program has been pre-recorded, live broadcast, or nearly live. 
Broadcasters typically employ human captioning services to gener-
ate verbatim captions or make use of semi-automatic captioning 
approaches [63]. During live television programming in particular, 
such as news, weather, or sports programs, broadcasters tend to 
include a great deal of visual information content on the screen, 
as illustrated in Figure 1 [47, 48]. With this onscreen information 
density, captioners may fnd it challenging to place a caption with-
out blocking other onscreen textual or graphical information, e.g., 
text of a news headline, an onscreen speakers’ name, sports scores, 
or charts with numerical data. Although in pre-recorded TV pro-
grams, captioners may have the opportunity to strategically place 
captions in salient locations, due to limited time for production and 
placement, especially for live or near-live programming, captions 
generally appear in standard locations, e.g., the lower or upper 
region of the TV screen [45, 54]. Prior research has revealed DHH 
viewers’ dissatisfaction with captioning when there is occlusion, 
even if the caption is an accurate transcription of what has been 
spoken [4, 6, 44]. 
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In order for regulators or organizations to inexpensively moni-
tor the quality of captioning provided in television broadcasts, it is 
valuable to have automatic metrics that can assess the quality of the 
captioning, e.g. based on the accuracy of the text or latency relative 
to the speech [5, 13, 14]. Several such metrics have been proposed 
or are in common use, e.g. [1, 9, 32, 49], yet most focus only on 
the text of the caption, rather than its placement on the screen. 
We, therefore, investigate how captions occluding onscreen in-
formation infuence the quality of captioning from DHH viewers’ 
perspective, as some initial work has revealed how such occlusion 
can pose problems for DHH viewers, e.g. [2, 23, 24]. In particular, 
there is a need for quantitative measures of how captions blocking 
specifc on-screen elements may afect DHH viewers’ satisfaction, 
since such data could serve as a basis for metrics to evaluate caption 
placement in television programs. Such metrics could also guide 
the work of someone who needs to select a placement for a caption 
when there are trade-ofs about what is blocked, especially during 
television programs with dense on-screen content. 

One prior study had attempted to gather such quantitative infor-
mation about how DHH viewers’ subjective judgments are afected 
when captions block various types of on-screen information con-
tent during television programming [3]. That prior work focused 
on six popular live-television genres (news, weather, sports, emer-
gency announcements, interviews, and political debates), and for 
each genre, DHH participants were asked to consider a diagram 
indicating various regions of the television screen, e.g. the eyes of 
the speaker, text indicating a news headline, etc. Notably, partici-
pants were not shown a video and asked to rate its quality. Instead, 
for each component region of the screen shown in the diagram, 
participants were asked to imagine how bad it would be if it were 
blocked by a caption. The researchers then created a metric for 
calculating the severity of caption occlusion in an entire video, 
based on the severity values that participants had imagined for 
each component of the screen. This metric, which is the current 
state of the art, is referred to as the Component Judgment Model 
in this paper. A concern with this approach to data collection is 
that participants may not be able to introspect how bad it would 
be to block a piece of information, especially when viewing a static 
diagram and imagining a dynamic video. 

In this paper, we investigate whether it would be more ecolog-
ically valid to instead display videos to DHH participants, with 
various caption placements, some of which may block elements of 
the screen, and to simply ask participants to give a holistic, subjec-
tive rating as to the quality of the caption placement in the video. 
Regression modeling can then be used to examine how captions 
blocking specifc regions of the screen relate to DHH viewers’ over-
all holistic judgment of the quality of the captioning. We refer to the 
metric resulting from this alternative approach to gathering quanti-
tative subjective judgments from users as the Holistic Judgment 
Model. In fact, a similar methodology has been used successfully 
to gather subjective feedback from Blind and Visually Impaired 
(BVI) individuals, to build a predictive regression model of what 
factors infuence their overall judgment of the quality of an online 
video search experience [40]. However, this method has not been 
employed previously to create models of video captioning quality 
among DHH viewers, nor specifcally for the issue of predicting 
caption-occlusion severity. 

To address this gap, in this paper, we have conducted a study 
to gather judgments from DHH participants using the holistic 
methodology described above. Our 24 DHH participants rated the 
caption-placement quality of a set of video stimuli we created, 
across the set of television genres identifed in that prior study 
[3], e.g., weather or sports, with each video containing the set of 
on-screen information regions identifed in that prior work, e.g. the 
speaker’s eyes, the current news headline, or the current sports 
game score. We conducted linear regression modeling to predict 
participants’ subjective rating of each video, based on features that 
included the time-duration or degree to which each information 
region was occluded by a caption. Using a feature engineering 
approach [33], we have derived a best-ft regression model for pre-
dicting DHH viewers’ subjective judgements of caption-occlusion 
severity, for each television genre. A relative-importance analysis 
of our models’ features revealed that our holistic data-collection 
approach yielded diferences in which features were judged to be 
important by DHH participants, as compared to those found in prior 
work [3]. Further, an evaluation revealed that a caption-occlusion 
severity metric based on our new model outperformed the metric 
produced in that prior study [3]. 

The contributions of our work are empirical: 

• We identify best-ft models for predicting how DHH viewers 
would subjectively rate the quality of caption placement, for 
television videos of a variety of genres, based on considering 
the degree to which text, people, or visual content in the 
videos are occluded by captions. We provide evidence that 
our models are capable of explaining a signifcant amount 
of the variance in DHH viewers’ judgements of caption-
placement quality. 

• Our relative-importance analysis reveals that our holistic 
data-collection and modeling approach led to diferent in-
sights than the component/imagination approach in prior 
work [3]. Specifcally, the degree to which occlusion of var-
ious regions of the screen was important to each model 
difered. 

• We present evidence that our new metric for calculating a 
caption-occlusion severity score for a video out-performed 
the prior state-of-the-art model. We thereby contribute a su-
perior tool for retrospectively evaluating television caption-
placement quality or for prospectively guiding caption place-
ment in television videos. We disseminate a software imple-
mentation of our caption-occlusion metric for use by practi-
tioners, or for use by the research community in replicating 
our work. 

2 BACKGROUND AND RELATED WORK 
To evaluate the quality of TV captioning services, several auto-
matic and semi-automatic caption evaluation metrics have been 
introduced. Most of these metrics focus on caption text itself, that 
is, how accurately it has transcribed all of the spoken words in 
the video. Some fully automatic metrics, such as Word Error Rate 
(WER) [1] penalize each insertion, deletion, or replacement error, 
while other metrics, such as Weighted Word Error Rate (WWER) [9] 
or Automatic Caption Evaluation (ACE) [32], weight errors based 
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on linguistic factors. Other approaches require humans to make 
judgements about the severity of each text error, e.g. [49]. 

Beyond the text accuracy of the caption, some guidelines for 
humans who are assessing caption quality discuss other factors that 
should be considered, including: synchronicity between caption 
and audio, uniformity in style and presentation, readability, and 
avoiding occlusion with onscreen information [5, 13, 14]. While 
prior studies investigating the preferences of DHH viewers have 
often focused on appearance and style aspects of captions, e.g. 
[2, 6, 16, 21, 36, 46, 58, 60], there has been some research with 
DHH participants that has examined how their viewing experience 
is diminished when captions occlude other onscreen information 
[6, 10, 37, 62]. 

Section 2.1 will discuss how some research has examined how 
to automatically select caption placements to, in part, reduce occlu-
sion; however, such work has considered occlusion of relatively few 
elements, e.g. faces. Section 2.2 describes the aforementioned study 
[3] that collected judgements from DHH participants to produce a 
metric to automatically calculate the severity of caption occlusion in 
a video. Section 2.3 describes a more ecologically valid methodology 
for collecting judgements from participants when designing a pre-
dictive metric of their subjective preferences. The goal of our new 
study is to investigate how utilizing this methodology may yield a 
higher-quality dataset of DHH participants’ judgments—and ulti-
mately an automatic metric of occlusion severity that out-performs 
the current state of the art. 

2.1 Prior Work on Automatic Selection of 
Caption Placement 

Researchers have investigated various approaches for automatically 
selecting where captions should appear on screen. Some have fo-
cused on placing captions close to person who is currently speaking 
[25, 26, 55, 55]. While changing the location of captions too often 
can place a burden of viewers, who must visually seek the caption 
on screen [34], such dynamic placement technologies generally 
improve DHH viewers’ experience [10, 35]. Most relevant to our 
current study, some prior research has detected a few important 
regions of the screen, e.g., the face of the person speaking, and 
attempted to avoid blocking those when automatically placing a 
caption [30]. 

To understand what regions of a video are most salient, some 
researchers have collected datasets using eye-tracking technology, 
to determine where (non-DHH) viewers tend to focus their gaze 
[45, 62]. However, such datasets may not generalize to DHH viewers, 
as prior work has revealed signifcant diferences in gaze behav-
ior between DHH viewers and hearing individuals [62]. Moreover, 
DHH viewers spend a signifcant amount of time looking at the 
caption itself while watching captioned videos [45], therefore col-
lecting gaze information from DHH viewers may not be an efective 
approach for determining preferred caption location – since their 
gaze may naturally be drawn to wherever the caption is located 
in the video, rather than revealing other important regions of the 
screen that captions should not block. 

Overall, while researchers have proposed several methods of 
automatically placing captions, relatively little work has explored 
how to avoid captions occluding other on-screen content. While 

eye-tracking data has guided some work on determining salient 
regions of video, there are challenges in utilizing this approach to 
determine, from DHH viewers’ perspective, which regions of the 
screen should not be occluded by captions. 

2.2 Prior Work on Caption Evaluation Metrics 
that Consider Occlusion 

While the caption-placement research above has examined prospec-
tively where a caption should be placed, there has also been some 
work on how caption-occlusion could be incorporated into ret-
rospective metrics to evaluate caption-placement quality during 
a previously-captioned video. Such work has been motivated by 
focus-group and experimental research that has revealed that DHH 
viewers are concerned about captions blocking other on-screen 
content [4]. 

In the most closely related prior work, researchers collected a 
dataset of judgements from DHH participants, to create a metric 
to automatically assess the severity of captions occluding other 
onscreen content [3]; as mentioned above, we refer to this prior 
state-of-the-art metric as the Component Judgement Model in this 
paper. That prior work focused on several popular genres of live 
television programming [41], including: news, weather news, polit-
ical debates, interviews or talk-shows, emergency announcements, 
and sports. The researchers described how television programs in 
each genre make use of typical layouts of on-screen information 
regions [3], e.g., news headline text, the eyes and mouth of anyone 
on-screen who is speaking, temperature numbers on a map dur-
ing weather news, game score or player statistics during a sports 
broadcast, of a news presenter’s face, name, job title, or location. 
For example, in a television news broadcast, a common layout may 
include a news presenter who looks at the camera while presenting 
news, with text content along the bottom of the screen indicating 
the headline and an information graphic appearing above the pre-
senter’s shoulder. Another common camera view and layout may be 
a reporter who presents information from a remote location, again 
with text content on the screen that may indicate their location or 
name [17]. 

As discussed in section 1, the researchers [3] asked DHH par-
ticipants to view static line-drawing diagrams of typical layouts 
of information regions. Participants were asked to consider each 
component of the screen and imagine that they had been watching 
a video similar to that diagram. For each information region, the 
participant was asked to provide a numerical score indicating how 
bad it would be if a caption were to block that part of the screen. 
The researchers repeated this process for several diagrams, illus-
trating typical layouts and information regions, for all six of the 
live-television genres. These set of judgements were subsequently 
used as penalty weights within a metric that considered when a 
caption occluded one of these information regions – with their met-
ric based on both the occlusion percentage (area of the region 
blocked by the caption) and occlusion time (the amount of time 
the caption occluded that region). For instance, if participants had 
given a high score to indicate that it would be very bad for a caption 
to block the mouth of the person who is speaking, then the metric 
would give a high penalty weight when considering the occlusion 
time and percentage of any caption blocking that region in a video. 
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While the Component Judgement Model is the current state-
of-the-art metric for assessing the severity of caption-occlusion 
in videos, there are several key limitations of that prior study [3]. 
Some limitations include: 

(1) Participants had been asked to imagine watching a dynamic 
video when shown a static diagram. 

(2) Participants had been asked to make judgements about indi-
vidual components (captions blocking specifc information 
regions) yet the aim of the research was to create a metric 
of DHH viewers’ holistic judgement of caption-placement 
in a video. 

(3) The dataset contained judgments about information regions 
only for specifc layouts of 6 television genres. 

As discussed below, the goal of our current study is to address the 
limitation (1) and (2) from the above list by utilizing an alternative 
data-collection methodology that may be more ecologically valid 
[52]; however, for comparison purposes in this paper, we will focus 
on the same set of television genres, screen layouts, and information 
regions that had been established in the prior study [3]. 

2.3 Prior Work on Data-Collection among 
Specifc User Groups for Factor Analysis 

There are a variety of common methodological approaches used 
within the HCI research literature for conducting analysis and 
modeling of how component factors may infuence a holistic quan-
titative value [19, 38, 51], e.g., for modeling a score of usability or 
users’ subjective preference [12, 31, 40]. Some work has investi-
gated how to gather data on the factors that infuence the subjective 
judgements of specifc user groups [40, 42, 53]. For instance, Xingyu 
et al. [40] identifed factors that afect how accessible an online-
video search experience would be for Blind and Visually Impaired 
(BVI) users. The researchers frst identifed a large set of potential 
factors and then conducted a study in which BVI users performed 
tasks with a prototype system and reported their overall subjective 
judgment about how accessible their experience had been. Finally, 
the researchers utilized a regression-modeling approach to create a 
metric that could predict BVI users’ subjective assessment of the 
system’s accessibility, based on various factors. Notably, unlike the 
data-collection among DHH participants for the prior Component 
Judgement Model [3], Xingyu et al. [40] had asked their BVI partici-
pants to provide a holistic judgement about the system–specifcally, 
a judgement which was the output of the predictive model they 
were creating. 

3 RESEARCH QUESTIONS 
No prior study on caption-occlusion metrics among DHH partici-
pants has made use of this holistic-judgment approach; our study 
will address this gap in the literature and determine whether this al-
ternative methodology will yield a more accurate metric. To address 
this primary research question (RQ3 below), we frst investigated 
two foundational research questions: to understand how much vari-
ance in DHH viewers’ subjective judgments was explained by our 
new modal and whether the resulting model had actually learned a 
diferent weighting among the independent variables that the older 
component-judgment model. With that foundation, we fnally con-
ducted an extrinsic comparison between the new holistic-judgment 

model and the prior component-judgment model. Our research 
questions included: 

RQ1: How much variance in participants’ holistic judg-
ment of caption quality can we predict using regression based 
on occlusion features? We sought to understand whether the 
regression modeling itself had been successful at explaining a sig-
nifcant amount of the variance. 

RQ2: Does this holistic approach to learning a model of 
users’ subjective preferences through regression analysis dif-
fer in which factors are important to the model, as compared 
to the prior component-judgement model? We conducted a 
relative-importance analysis to investigate whether the features 
within our new best-ft regression model difered from the weights 
within the prior state-of-the-art model. 

RQ3: Does the score produced using our new Holistic Judg-
ment Model correlate signifcantly better with DHH view-
ers’ subjective preference than the score generated from the 
prior Component Judgment Model? Finally, as the primary mea-
sure of whether this new approach yielded a superior model, we 
compared our new caption-occlusion severity metric to the prior 
state-of-the-art metric. For this analysis, we made use of an existing 
dataset [3] of captioned videos whose caption placement had been 
subjectively rated by DHH viewers, to determine which metric was 
better correlated with human judgements. 

4 CREATION AND EVALUATION OF 
REGRESSION MODELS 

To collect judgments from DHH participants about the quality of 
caption-placement in videos, it was frst necessary for us to as-
semble a set of video stimuli. Section 4.1 describes how videos of 
multiple television genres, with a variety of information regions on 
the screen, were selected, as well as how captions were placed in a 
variety of locations so that they sometimes occluded these informa-
tion regions. Section 4.2 describes how each video was annotated 
to identify the amount of time and the percentage of the area of 
each information region that was blocked by a caption. Section 
4.3 describes the conduct of a data-collection study with DHH par-
ticipants who viewed the stimuli videos and provided subjective 
ratings of the holistic caption-placement quality of each video. Fi-
nally, section 4.4 describes how we conducted a regression analysis 
using the occlusion annotations for each video from Section 4.2 
as input features and the numerical judgements from participants 
from Section 4.3 as the output prediction. Following the approach 
of prior work [3], this modeling was performed separately for each 
genre of television programming, and we analyzed the variance 
explained by each model to address research question RQ1. 

4.1 Methods 
4.1.1 Construction of Video Stimuli. Our goal in assembling a set 
of video stimuli for our data collection process was to ensure that 
our videos satisfed several criteria: 

(1) We must include videos from all 6 popular live-television 
genres [57], matching those studied in prior work [3]. 

(2) In each video, a set of information regions should be present 
on the screen. To enable comparison, the set of information 
regions should match those in prior work [3]. 
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(3) Videos should not include contentious or emotionally upset-
ting topics that may afect participants’ preferences. 

(4) Multiple versions of each video should be produced, with the 
caption at diferent placement locations, such that diferent 
subsets of the on-screen information regions are blocked by 
the caption. 

For the comparison purposes between two models, in our study, 
we have used the same set of information regions as in prior work 
[3], which are enumerated in Appendix A. Some of these regions 
are relatively fne-grained, e.g., the eyes and the mouth of the per-
son speaking are two distinct information regions in that dataset. 
We speculate that prior researchers [3] had made this choice based 
on the various information conveyed by the eyes and mouth of a 
speaker. For instance, DHH viewers who use speechreading focus 
on a speakers’ mouth to perceive spoken information [2], and hu-
man emotion is highly correlated with eye and eyebrow movements 
[59]. 

We selected 104 videos to include in our stimuli bank, by search-
ing several online sources, including YouTube and Vimeo, which 
included recordings of live-television broadcasts across multiple 
national and local TV channels, e.g. CNN, ABC News, Fox News, 
ABC 8, NBC 26, 10 news, and sports-related TV channels, e.g. Fox 
Sports, ESPN. Similar to considerations described in prior work 
[3], when selecting the proportion of videos from each of the six 
genres, we considered the diversity of screen layouts used within 
each genre. For instance, if the overall arrangement of informa-
tion regions on the screen is relatively homogeneous within some 
genre, then relatively fewer examples of that genre were included 
our stimuli bank, which included: 24 news videos, 16 emergency-
announcement videos, 16 interview videos, 8 political-debate videos, 
24 weather-news videos, and 16 sports videos. 

Prior work revealed that a 30-second video stimulus was suf-
cient for obtaining judgements from viewers about caption-occlusion 
severity [2, 4]. Also, we speculate that prior research has done this 
to maximize the number of stimuli they can display during the 
study. Therefore, we trimmed each video in the stimuli bank to 
approximately 30 seconds. We carefully produced accurate text 
captions for each video. When multiple speakers appeared in a 
video, changes in speaker were indicated with "»" (double chevron) 
in the caption, following standard guidelines and recent research 
[13]. Captions were generated using standard colors (white font 
on a solid black background), as recommended by prior work [2]. 
To simulate typical live-television captioning latency, with text 
appearing approximately 3-6 seconds after the speaker [50], we 
set the latency for our captions to approximately 3 seconds. To 
segment longer spans of text across multiple captions, we followed 
guidelines in recent research [61]. In this way, we prepared the 
caption fles, and then captions were burned into the video stimuli. 

In support of our research objective, multiple versions of each 
video had to be produced with captions in diferent locations, such 
that a diverse range of information regions were blocked, across the 
stimuli. The stimuli included a variety of videos in which captions 
blocked subsets and combinations of information regions, e.g., with 
some blocking both the speakers’ eyes and mouth while other 
videos with captions only blocking one region. At the same time, to 
maintain ecological validity, we wished to avoid absurd placements 

Figure 2: Four versions of a video, with varied caption place-
ment, as presented on a single screen of our data-collection 
website. 

of captions in unusual locations on screen. We, therefore, added 
captions to each video in four static locations (nearly top of screen, 
upper third, lower third, nearly bottom of screen), as illustrated in 
Figure 2. In this way, captions remained within either the lower 
20 vertical lines or upper 20 vertical lines, leaving the center 60 
vertical lines unblocked, as recommended by existing TV broadcast 
guidelines [54]. Given that we produced 4 captioned versions of 
each of the 104 videos in our stimuli bank, a total of 416 video stimuli 
were created for subsequent evaluation by DHH participants. 

4.1.2 Video Stimuli Annotation. Since a goal of our current study 
was to understand the relationship between captions occluding 
regions of the screen and the overall subjective judgement of DHH 
viewers of the quality of caption placement, it was necessary for us 
to examine each stimulus video to determine which regions were 
blocked by captions. For comparison purposes, our annotation 
process was adapted from prior work [3]. Specifcally, a member of 
our research team annotated, for each information region, within 
each video stimulus, the following information: 

• Occlusion Percentage is a value in the range of 0% to 100%. 
If the total area of an information region, e.g., the current 
news headline text, is blocked by a caption, then the occlu-
sion percentage will be 100%. If a portion of the headline 
text is blocked by a caption, then the occlusion percentage 
will be a value between 0% and 100%, and if none is blocked, 
the percentage is 0%. Because the portion of an information 
region that was blocked by captions may vary throughout a 
video, for completeness, we included both the minimum and 
maximum percentage of occlusions as candidate variables. 
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Whereas maximum occlusion may indicate the greatest de-
gree to which something was blocked (thus detracting from 
viewing experience), minimum occlusion may represent the 
degree to which something was actually visible at some point 
during the video (thus giving someone an opportunity to 
view the information). 

• Occlusion Time is also a value on the range between 0% 
to 100%. We counted the number of video frames in which 
captions blocked an information region, divided by the total 
number of frames. For instance, out of 900 frames, if an 
information region is blocked by captions for 450 frames, 
the occlusion time is 50%. 

4.1.3 Data-Collection Study. Pilot testing had revealed that a par-
ticipant was able to view and provide numerical subjective judge-
ments of caption-placement quality for approximately one quarter 
of our stimuli videos during a one-hour appointment. To avoid 
fatigue, we randomly divided our video stimuli into four partitions 
(maintaining the proportional mix of genres from our entire dataset 
within each partition). Each participant made four one-hour ap-
pointments to view and provide judgements on each partition of the 
stimuli set, such that at the conclusion of their fourth appointment 
they had provided judgements for every video in our stimuli set. 

Due to COVID-19 safety guidelines, we conducted this study 
remotely using video conferencing, with questions hosted on the 
SurveyMonkey website. Video stimuli were embedded within the 
questionnaire using private YouTube links. Each screen of the web-
site displayed four versions of a video (with four diferent caption 
placements), as shown in Figure 2. For each of the four videos, the 
participant was asked to respond to a scalar item "How happy 
are you with location of the caption in the video?" using a 
10-point response scale with the end-points labeled as "Extremely 
Unhappy" and "Extremely Happy." This question item had been 
used successfully in prior work [3]. 

During the study, participants viewed all videos of a particular 
genre, e.g. sports, contiguously. However, the following were ran-
domized for each participant in the study: (a) the order in which 
each genre was displayed, (b) the order in which individual videos 
were displayed within each genre, and (c) the arrangement of par-
ticular videos on the screen on a single page. 

Participants were recruited by sending out Institutional Review 
Board-approved advertisements to social network groups and university-
related student groups. Each ad included two screening questions: 
(1) "Do you identify as Deaf or Hard of Hearing?" (2) "Do you use 
captioning when viewing videos or television?" Participants were 
identifed as qualifed to participate in this experiment if they re-
sponded with yes to both questions. In this study, we decided to 
recruit 24 participants, guided by prior research [28] on how to 
select an appropriate sample size when conducting a multiple re-
gression analysis with user data. Participants included 14 men, 7 
women, and 3 individuals who identifed as non-binary. Their mean 
age was 29.33 years (SD=9.16). Nineteen participants identifed as 
deaf, and 5 identifed as hard of hearing. Participants indicated 
spending an average 3.4 hours per week watching captioned TV 
programming. 

In this remote study during COVID-19, although we did not 
specifcally require all participants to use monitors of a particu-
lar size, we did control characteristics of the hardware and video 
display properties: Participants were required to use a personal 
computer or laptop for the study; participation through tablet or 
smartphone was disallowed. We also required participants to dis-
play the study website in a full-screen manner, with the video 
displayed at a 4:3 aspect ratio. Finally, it is important to note that 
since we had “burned in" captions into the video (meaning that 
the caption text was displayed as actual pixels of the video image), 
we retained precise control over what information regions were 
blocked by captions in each stimulus, regardless of the screen or 
monitor size of the participants. 

At the beginning of the study, after connecting with a researcher 
who was a hearing ASL signer on a Zoom video conference session. 
the participant completed an informed consent form. Then, the re-
searcher explained the goal of the study and provided instructions 
to the participant, who was provided the link to the survey website. 
The researcher remained available on the Zoom session in case 
of any questions. To avoid fatigue during the one-hour appoint-
ment, participants were encouraged to take a short break at the 
middle of the hour. Participants received compensation of $40 for 
each one-hour appointment session. Participants were instructed to 
watch each video on the page beginning with the top left video and 
ending with the bottom right, and they were asked to fll out the 
scalar response question after watching each individual video. If a 
participant wished, they were permitted to view a video more than 
once. At the conclusion of the one-hour session, the participant 
responded to some demographic questions. 

4.1.4 Multiple Regression Analysis. We conducted multiple regres-
sion analysis to examine how factors related to the occlusion of 
information regions in each video could predict participants’ overall 
subjective judgment of the caption-placement quality. For compar-
ison with prior work [3], we created a model for each of the 6 
television genres. 

Prior to our analysis, we calculated the pair-wise correlation 
between all three annotations (maximum occlusion percentage, 
minimum occlusion percentage, and occlusion time) for each each 
information region, and we observed high collinearity (> 0.7). 
Collinearity in multi-variate regression analysis refers to the phe-
nomena in which several independent variables used within a model 
are correlated with one another [18]. When creating regression mod-
els, it is generally considered undesirable for there to be collinearity 
among the independent variables within a model, because it makes 
the model less interpretable, i.e., it is not possible to determine 
how much variance in the dependent variable could have been pre-
dicted by each independent variable alone. Our collinearity analysis 
motivated us to avoid including more than one form of occlusion 
measurement (maximum percentage, minimum percentage, or time) 
for any single information region within a single model. Thus, for 
each model, for each information region, we conducted individual 
correlation analyses between DHH participants’ overall judgement 
for that video and each of the three forms of occlusion measurement 
(maximum percentage, minimum percentage, or time). We thereby 
determined, for each information region, which occlusion measure-
ment explained the most variance, and only this measurement was 
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considered during model creation. For instance, for a specifc genre, 
if maximum occlusion percentage of "speaker’s eyes” explained 
more variance in DHH participants’ judgements than minimum 
occlusion percentage or occlusion time of "speakers’ eyes" did, then 
for our modeling, we included only the maximum occlusion per-
centage for "speakers’ eyes" for potential inclusion within that 
model. 

4.2 Findings for RQ1: Variance Explained by 
Each Model 

Our regression analysis yielded a best-ft model for each of the six 
television genres: 

• News: Adjusted R2 = 0.132, F (15, 568) = 6.895, p < 0.001 
• Weather News: Adjusted R2 = 0.282, F (13, 444) = 14.81, 
p < 0.001 

• Sports: Adjusted R2 = 0.2213, F (8, 359) = 14.03, p < 0.001 
• Emergency Announcements: Adjusted R2 = 0.176, 
F (15, 328) = 5.873, p < 0.001 

• Interviews: Adjusted R2 = 0.095, F (11, 172) = 2.752, p < 
0.01 

• Political Debates: Adjusted R2 = 0.0482, F (10, 173) = 1.927, 
p < 0.05 

The Adjusted R2 score refers to the proportion of the variation 
in the dependent variable (DHH viewers’ judgement of the caption-
placement quality of a video) that is explained by the independent 
variables (the amount of occlusion of various information regions 
by the caption). Prior research has discussed how even when Ad-
justed R2 values are small, if they are signifcantly diferent from 
0 (as indicated by the p-values above), the regression model has 
statistically signifcant explanatory power [27]. In this case, while 
occlusion of information regions explains a signifcant portion of 
DHH viewers’ judgement of the quality of caption-placement, there 
may be other factors that also contribute to their judgement, e.g., 
perhaps whether captions appear close to the person who is speak-
ing. 

In regard to research question RQ1, all six regression models 
revealed a signifcant relationship between captions occluding in-
formation regions and DHH viewers’ subjective judgements of the 
overall caption-placement quality for that video. Our models were 
most efective at explaining the variance in participants’ subjective 
judgements for the Weather-News and Sports genres, which had 
the highest Adjusted R2 scores, as listed above. 

Table 2 in Appendix A provides a detailed summary of the coef-
cients for each information-region-occlusion feature in the best-ft 
regression model for each genre. The set of features within each 
model is discussed in more detail in section 5 below, which presents 
the results of a relative-importance analysis. 

5 COMPARISON OF FEATURES IN THE NEW 
HOLISTIC MODEL AND PRIOR MODEL 

The results in section 4.2 suggest that the holistic-judgment models 
for each genre explained a signifcant portion of the variance of 
DHH viewers’ subjective judgements about caption-placement qual-
ity in videos. However, to address research question RQ2, we must 

examine whether the occlusion features used within our new mod-
els difer from those in the prior state-of-the-art metric [3]. Such 
an analysis would reveal whether the imagination of participants 
in that prior study about which occlusions would most severely af-
fect their viewing experience difered from the actual relationships 
revealed through our new data-collection and regression modeling 
approach. 

5.1 Methods 
The coefcients for each feature in our best-ft regression models 
are sensitive to the order in which features were added to each 
model during its construction. Therefore, for more meaningful 
interpretation, we have conducted a relative-importance analysis 
of the contribution of each information-region occlusion, using the 
Linderman-Merenda-Gold (LMG) metric [12, 39]. The results of this 
analysis for each model is displayed in Figure 3(a-f), which also 
lists the occlusion features included in each model. The LMG metric 
identifes a percentage of the R-squared that had been explained 
by each predictor variable in the model [22], thus the bars shown 
in each graph sum to 100%. We employed bootstrap to estimate 
the variability of each relative-importance value, to calculate 95% 
confdence intervals for each (displayed as thin whisker lines for 
each bar), to reveal which features contribute signifcantly to each 
model. 

5.2 Findings for RQ2: Comparison of Features 
in New and Prior Models 

The goal of this analysis was to determine whether the set of 
information-region-occlusion features most important in our new 
model difered in comparison to those which had been most im-
portant in the prior state-of-the-art caption-occlusion metric [3]. 
Therefore, for each genre, we list below the top 3 most predictive 
information-region features in our new models (i.e., the longest bars 
in the graphs in Figure 3) and the 3 most important information-
regions for each genre in the prior component-judgement model, 
as had been reported in prior work [3]: 

• News: As shown in Figure 3(a), occlusion of the scrolling 
news (text listing other news stories), speakers’ eyes, over-
the-shoulder text (appearing behind the news presenter), and 
current discussion (text headline of the current news story) 
explained 15%, 15%, 12% and 10% of total variance respec-
tively. In comparison, the three most important occlusion 
features in the News model in prior work [3] had been oc-
clusion of: the speakers’ mouth, the current discussion topic, 
and the listeners’ face. All of the top-3 features difered. 

• Weather News: Figure 3(b) reveals that 60% of the total 
variance was explained by top-3 predictor variables: discus-
sion topic (25%), speakers’ eyes (23%), over the shoulder text 
(19%). On the other hand, the top-3 contributing variables of 
the prior Weather-News model [3] were occlusion of: over-
the-shoulder text, current time and temperature, and the 
speakers’ mouth. Two of the top-3 features difered. 

• Sports: Figure 3(c) indicates that 60% of total variance was 
explained by: current score of the game (27%), text displaying 
players’ statistics (21%), the current quarter of the game (17%). 
In contrast, the top-3 features of the prior model [3] were: 
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Relative-Importance Weights the Information-Region Occlusion Features for Each Television Genre 

(a) (b) 

(c) (d) 

(e) (f) 

Figure 3: Relative importance, based on percentage of total adjusted R2 , for each information-region-occlusion feature, for 
each genre: (a) News (b) Weather News (c) Sports (d) Emergency Announcement (e) Interviews (f) Political Debate 

the current score, the current game timer, and the view of 
the player during the game. Two of the top-3 features 
difered. 

• Emergency Announcement: Figure 3(d) illustrates how 
the top-3 features: the ASL signer’s hand (many emergency 
announcement videos include an ASL interpreter), the ASL 
signers’ face, and scrolling news (text displaying other re-
lated information or headlines) explain 21%, 17%, and 10% of 
total variance, respectively. In contrast, the top-3 contribut-
ing features in the prior model [3] were: current discussion 
topic, over-the-shoulder text, and the speakers’ job title. All 
of the top-3 features difered. 

• Interviews: Figure 3(e) displays the top-3 features and their 
contribution to total variance: current time and temperature 

(20%), logo of the channel (17%), and discussion topic (17%). 
On the other hand, the top-3 features in the prior model [3] 
were: the current discussion topic, the speaker’s mouth, and 
the speaker’s eyes. Two of the top-3 features difered. 

• Political Debate: Finally, Figure 3(f) shows how more than 
60% of total variance was explained by the top-3 features: 
the speaker’s name (44%), the speaker’s eyes (14%), and the 
title of the program (12%). In the prior model [3], the top-3 
variables had been: the current discussion topic, the speaker’s 
mouth, and the speaker’s name. Two of the top-3 features 
difered. 
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6 COMPARISON OF THE PERFORMANCE OF 
THE NEW AND PRIOR MODEL 

While the fndings in section 4.2 revealed that a signifcant amount 
of variance was explained by the holistic-judgement regression 
model, and the fndings in 5.2 revealed that the weighting of fac-
tors in the new models difered from that of the prior component-
judgement model [3], our analysis thus far has not revealed whether 
the new model is actually better at predicting DHH viewers’ judge-
ment of the caption-placement quality in videos. To investigate 
research question RQ3, we need to evaluate how well a metric 
based on the new holistic model would compare to the metric based 
on the prior component model. 

6.1 Methods 
Both the new holistic-judgement model and prior model [3] had 
a goal of predicting DHH viewers’ subjective judgement of the 
quality of caption placement during a video. As a basis for this 
evaluation, we made use of an existing dataset of 33 video stimuli, 
with a mix of videos across six television genres, which had been 
made publicly available by researchers in a prior study [3]. The 
dataset also included 1-to-10 scalar subjective judgements of the 
caption-placement quality of each video, which had been collected 
from 23 DHH participants [3]. 

To apply our new metric and the prior metric to this dataset, we 
began by annotating the occlusion percentage and occlusion time, 
using the same methodology described in section 4.1.2, to identify 
the degree to which captions occluded various information regions 
in each video. Next, for each video, we calculated the predicted 
caption-placement quality score using both our new metric and the 
prior metric [3]. Assuming the DHH participants’ subjective judg-
ment as ground truth, we calculated the following two correlations: 
(a) prediction of the new model as compared to the ground truth, 
and (b) prediction of the prior model as compared to the ground 
truth. 

6.2 Findings for RQ3: Comparison of 
Performance of the New and Prior Model 

Genre 
ρ for Component 
Judgment Model 

ρ for Holistic 
Judgment Model 

News 0.717 0.741 
Weather 
News 0.299 0.590 

Sports 0.226 0.439 
Emergency 

Announcement 0.233 0.293 

Interviews 0.619 0.608 
Political 
Debate 

0.553 0.518 

Table 1: A comparative illustration of Pearson Correlation 
Coefcients (ρ), across 6 genres, between DHH viewers’ 
judgements of video quality, as compared to: the Compo-
nent Model and the Holistic Judgment Model. 

Table 1 illustrates the Pearson correlation coefcients, for each 
genre, between participants’ subjective judgments of video quality 
and the value predicted by two metrics: 1) the quality score pre-
dicted by the prior state-of-the-art component-judgement model 
[3], and 2) the new holistic-judgement models’ predictions. 

To address research question RQ3, a signifcance test was con-
ducted to determine which model correlated better with DHH users’ 
subjective scores. A Fisher r-to-z transformation revealed that the 
occlusion score generated from the new holistic model was signif-
cantly better correlated with DHH viewers’ feedback than the prior 
model [3] for two genres: weather news (z = 2.36, p < 0.05) and 
sports (z = 2.58, p < 0.01). 

7 DISCUSSION 

7.1 Making Use of Our Findings 
To conduct our comparison in Section 6, we had to implement a met-
ric for predicting DHH viewers’ judgements of caption-occlusion 
severity in videos. As discussed in section 1, we foresee that such 
metrics could be used prospectively by TV broadcasters who em-
ploy human-powered captioning services: In the case of a video 
with multiple information regions on the screen, with trade-ofs 
to consider in what a caption may block, our metric could guide 
selection of an optimum caption placement. Our metric may also 
be useful as a basis for future fully-automated methods for caption-
placement selection, e.g., similar to prior work in section 2.1. 

Furthermore, our metric may be useful in the context of ret-
rospectively evaluating the quality of how captions were placed 
during a television broadcast. Rather than asking a human judge 
to subjectively evaluate television programs to evaluate caption 
placement, the use of an automated metric may enable greater ef-
ciency and replicability. Furthermore, by making such evaluation 
easier and less expensive, such evaluation of the quality of caption-
ing in broadcast television programs may ultimately contribute to 
improvements in captioning quality over time. 

7.2 Making Use of the Holistic Metric Tool 
To provide a concrete illustration for future researchers as to how 
our holistic model could be used to evaluate the quality of caption-
ing, we are distributing a software implementation of our metric 
discussed in Section 6. This software implementation makes use 
of the genre-specifc importance weights or coefcients of each 
information region to build the model we introduced in section 4.2. 
However, if someone wants to use this tool to predict the quality of 
a captioning, there are two ways to prepare the input for this tool, 
which requires content regions in a video frame to be labeled: 

• Automatically identifying information content regions: 
Several modern computer-vision libraries could be used to 
identify faces [29, 56] or onscreen text regions [43, 64] in a 
given video frame automatically. 

• Manually identifying information content regions: Var-
ious tools enable someone to manually identify and label 
dynamic information regions that appear in a video, e.g., 
rectangle function of cv2 [8] or Qt5 [15]. 

Given the placement of captions and the location of other infor-
mation regions on the screen, this software tool, available in the 
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electronic supplementary materials that accompany this paper, will 
consider the placements of captions and content regions, calculate 
the caption-occlusion percentage and occlusion time for each con-
tent region in the video, and use the pre-trained models created in 
this paper to generate a total caption-quality score. A Readme.md 
fle has also been attached that describes how to use this tool in 
practice. 

7.3 Superiority of the Model based on Holistic 
Judgements vs. Imagination 

A key contribution of this paper is the creation of a superior model 
for predicting caption-occlusion severity, based on a dataset of DHH 
viewers’ judgements that had been obtained in a more ecologically 
valid manner than had been in prior work. The prior state-of-the-
art metric for prediction of caption-occlusion severity in videos had 
been based on a dataset consisting of DHH participants viewing a 
static diagram and imagining how information might be blocked 
by captions if they had watched a video with a layout similar to 
the diagram [3]. Thus, our study has demonstrated the efcacy 
of building a model based on subjective judgements from DHH 
participants that had been collected in a diferent manner: We 
asked participants to actually view a captioned video and then 
to provide a single, holistic, subjective judgement of the overall 
quality of caption placement during the video. Through analysis of 
which information regions had been blocked by captions during 
each video, a regression modeling approach was used to determine 
how such occlusions may relate to the participants’ holistic score. 

We speculate that the dataset collected in our study was more 
ecologically valid, given that participants no longer had to imagine 
the experience of watching a video. Further, we asked participants 
to give a single score for each video, rather than introspecting 
about how bad it would be if captions blocked each component 
of the screen. We speculate that the many component judgements 
provided by participants in prior work [3] may not have been well-
calibrated with each other. The result of such mis-calibration would 
be that, in a resulting metric based such a dataset, the weights 
assigned to occlusion of specifc regions of the screen may not be 
proportionate. Essentially, rather than asking participants to give 
us the weights/coefcients for each occlusion feature in our model 
directly, as had been done in prior work [3], we used regression 
modeling to determine these coefcients. 

Our comparison in Section 6.2 revealed that our new model out-
performed the prior model [3] in predicting DHH viewer’s overall 
judgements of caption-placement quality, specifcally in the case of 
videos in the Weather-News and Sports genres — with neither model 
signifcantly better for the other four genres. We speculate that for 
these two genres, there is an especially high density of onscreen text 
and graphical information, e.g., detailed weather map information 
or numerical sports data and graphics. In addition, for these two 
genres, the people who appear in the video tend to move across the 
screen, e.g., the weather presenter walking to point to elements of 
the map or sports players running while participating in a game. For 
these complex visual environments, especially with people moving 
in the video, it may have been difcult for participants to imagine 
the experience of watching a video. 

As discussed in section 2.4, prior HCI research studies had made 
use of a methodology similar to our study—i.e., holistic-judgement-
collection combined with regression modeling—to create predictive 
models of users’ subjective assessment of a system, including some 
work among BVI users [40]. However, no prior work had employed 
such methodology for collection of subjective judgements among 
DHH participants to determine quality judgements about caption-
ing, let alone any prior work specifcally on caption-occlusion sever-
ity. 

7.4 Diferences between Features Important to 
the New and Prior Models 

As discussed in section 5.2, the information-region-occlusion fea-
tures that were most important to our best-ft regression models 
in this study difered from those in prior work [3]. We speculate 
that diferences in the data-collection procedure used in each study 
may help to explain some of these diferences, as discussed below: 

7.4.1 Influence of Dynamic Presentation of Information Regions. 
A limitation of the prior component-based model [3] was that 
participants had judged the importance of information regions from 
a static diagram, rather than from watching a dynamic video. This 
diference in how judgements were collected may help to explain 
diferences in the most important features in the new model, as 
compared to prior work: 

• Slowly Changing Information: In the Weather-News genre, 
participants in the prior study had believed it would be very 
bad if the "current time and temperature" had been blocked 
by a caption. For the News genre, participants in the prior 
study had believed that it would be bad if the "current news 
headline" had been blocked. However, these regions were 
not among the top-3 in our new models. We speculate that 
these regions of the screen contain information that changes 
relatively slowly. If a participant were asked to imagine a 
caption blocking these regions, they may imagine the cap-
tion blocking that region of the screen during the entire 
video. However, during an actual video, captions appear and 
disappear, with a short interval in between [11], which may 
be of sufcient duration for the viewer to briefy see the 
content that had been blocked. 

• Rapidly Changing Information: Similarly, some informa-
tion content on the screen changes rapidly, such as the hands 
and face of an ASL interpreter who appears in an Emergency-
Announcement video or the continuously moving scrolling 
news at the bottom of the News video. While participants in 
the prior study had not included the "ASL signer’s face", "ASL 
signer’s hands" and "scrolling news" among the top-3 most 
important information regions, our regression analysis of the 
new holistic-judgement data revealed that these were among 
the top-3 most important features in the model. We specu-
late that when asked to actually watch a video, participants 
appreciated how detrimental it would be if these regions of 
the screen were blocked, as compared to participants who 
had simply imagined watching a video. 

https://Readme.md
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While the list above suggests a binary classifcation of content 
regions as to whether they contain slow- or fast-changing infor-
mation, this could instead be conceived of as a scalar property of 
any particular content region. Rather than a slow vs. fast boolean 
distinction, one could envision characterizing each information 
region within a video as to the speed of information change. For 
example, a headline scrolling at a faster or slower speed should be 
measured on a diferent scale. 

7.4.2 Influence of Multiple Onscreen Speakers. Among several of 
the genres in the prior component-model study [3], participants 
had indicated that it would be detrimental if a caption were to block 
a speaker’s mouth; however, occlusion of the speaker’s mouth was 
never among the top-4 most important features in our new models. 
In prior research, DHH individuals had explained their desire that 
captions not block a speaker’s mouth as due to it interfering with 
speechreading [2], which is also known as lipreading. However, in 
a heated political debate or an interview among multiple people, 
it is common for people to speak in a rapid and overlapping man-
ner, which makes speechreading more difcult. We speculate that 
when actually watching videos with multiple speakers onscreen in 
rapid conversation, participants relied more on captions than they 
imagined, rather than relying on speechreading. 

7.4.3 Influence of Speaker Orientation and Camera Angle . In the 
prior component-model study [3], participants had also imagined 
that the speakers’ mouth would be important during Weather-News 
videos, but in our new holistic-judgement model, we observed 
otherwise. We speculate that the way in which weather presenters 
often turn their head to look at the weather map when speaking 
[20] may contribute to this diference: When actually watching a 
Weather-News video, the presenter may have turned away from 
the camera more than participants imagined. 

8 LIMITATIONS AND FUTURE WORK 
There were several limitations in our study, that may suggest future 
avenue of research: 

• While evaluating the model with a set of captioned video 
stimuli in section 6.2, the total number of participants re-
cruited for evaluating those stimuli had been relatively small, 
and the DHH individuals recruited were relatively young 
adults, which only represents a subset of the DHH commu-
nity. There is a need for future research to obtain a large 
dataset of user feedback from a greater number of DHH 
individuals. 

• Of course, television programs that people watch might gen-
erally be much longer than 30 seconds. Therefore to truly 
understand if these models are generalized to longer TV pro-
grams, a future study is needed. The reason why we selected 
30-second videos in this study was because our work was 
intended to compare with the prior research study that had 
created the earlier component judgment model [3], and re-
searchers, in that earlier work, had also built and tested a 
model based on judgements focusing on 30-second video 
samples. 

• In preparing the video stimuli dataset for evaluation by DHH 
viewers, we had selected video stimuli from 6 television gen-
res, again to enable comparison with prior work [3]. How-
ever, a future study that investigates videos from additional 
genres may reveal other information regions that are a con-
cern for caption occlusion. In future work, researchers who 
investigate an even wider range of genres may be able to cre-
ate an even more generalizable model of caption occlusion. 

• In this research study on caption quality, we have specifcally 
focused on the issue of caption occlusion, but there are other 
visual properties of captions that may afect viewers’ per-
ception of quality [13, 14]. Future research may investigate 
these other properties, e.g., synchronicity of the captions 
with the spoken audio signal, methods of indicating who is 
speaking, etc. 

• The caption-occlusion severity metric based on our new 
model, evaluated in Section 6, required as input both the 
location of captions in the video and the location of informa-
tion regions on the screen. In this paper, we have identifed 
the location of information regions on the video stimuli 
manually, i.e., with a researcher identifying the location on 
screen of headlines or faces. In future work, that manual step 
could be automated through use of modern computer-vision 
tools for detecting text or faces in video images. Our fnd-
ings thereby motivate future advances in computer-vision 
algorithms for detecting specifc information regions of the 
screen during television video. 

• Since we conducted a remote study due to COVID-19, we did 
not have the complete control over the devices or monitors 
used by our participants. While participants were required 
to use a computer or laptop (rather than a smartphone or 
tablet), were required to maximize the window displaying 
our stimuli, and were shown videos at a fxed aspect ratio 
with captioned burned into the video image (to control what 
regions of the screen were blocked by the caption), we were 
not able to fully control the viewing conditions of our remote 
participants, who may have used monitors of diferent sizes. 
A future study could be conducted an in-person modality, 
e.g., in a laboratory setting, to enable more complete control 
of the monitor or screen size. 

• In this study, participants viewed videos on a computer, but 
it has become increasingly popular to consume media on a 
variety of devices, including smartphones, tablets, or other 
smaller screens. Future research would be needed, potentially 
using data collection methodologies analogous to those in 
this study, in order to understand how viewing television 
content on smaller screens or other form factors, e.g., large 
TVs in a home setting, may afect the relative importance of 
various information content regions. 

9 CONCLUSION 
The key contribution of this research is the creation of a superior 
metric for assessing the quality of caption-placement in videos 
based on whether the caption occludes other information in the 
video. This advancement beyond a prior state-of-the-art model 
[3] was enabled through the use of a more ecologically valid data 
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collection approach: Rather than asking DHH participants to give 
imagination-based estimations of the importance of regions of the 
screen when looking at static images, we asked them to provide a 
subjective judgement of the caption-placement quality for videos 
they watched. Based on this data, regression modeling was used to 
understand the relationship between caption occlusion and partici-
pants’ overall quality scores. 

Beyond this main contribution, a relative-importance analysis 
of the features within our regression models revealed how the 
importance-ranking of occlusion feature weights in our new model 
difered from prior work [3]. This fnding further supported the 
main premise of this study, i.e., the way in which occlusion afects 
DHH viewers’ experience of watching videos difers from how 
viewers imagine that it would. 

This improved metric has benefts for both prospective place-
ment of captions in videos (to minimize the negative impact of 
occlusion) and for retrospective evaluation of broadcast television 
programs (to assess the quality of caption placement). To allow 
HCI researchers to replicate our work, and to provide an example 
for captioning practitioners of how to make use of our new model, 
we disseminate a software implementation of our metric in our 
electronic supplement. 

Our work contributes more broadly to the HCI research literature, 
as further demonstration of the efectiveness of collection of holistic 
subjective judgments and regression modelling, for creating metrics 
to predict users’ subjective ratings—rather than asking participants 
to provide individual judgments of the importance of component 
factors. 
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News Weather News Sports Emergency Announcement Interviews Political Debate 
Constant (Y-intercept) 6.55*** 7.15*** 6.79*** 6.98*** 6.90*** 6.68*** 
Speaker’ Eyes -1.56** -1.31*** -0.78 0.39 -0.90 -1.92** 
Speakers’ Name -0.67 -0.97 0.29 -2.34** -0.51 -2.75** 
Speakers’ Title -1.74* 1.10 -0.72 -0.66 
Discussion Topic/Current News -1.14** -1.53*** -0.86 0.16 0.57 
Logo of the channel -0.56 0.41 -0.91 1.79* -1.64 -1.15 
Over the shoulder text -2.89*** -0.97* 0.51 
Scrolling News -1.98*** -1.20* -4.74*** -0.49 
Current Time and Temperature 1.06* -2.24** 3.20 -2.50 0.92 
Speakers’ Social Network Handle 2.88* 0.38 -2.03 -2.08 
Speakers’ Mouth -0.33 -1.88 -5.79 1.4028 -3.94** 
Weather Map -3.38 0.03 16.73* 
Listeners’ Face -1.17** -2.16*** -1.67 -1.17 
Speakers’ Location -1.63* 1.22 0.49 -0.7497 
Listeners’ Location -2.31 -1.01 
Program Title -0.51 -1.21** 0.70 0.47 
ASL signers’ face -2.16 
ASL signers’ hand -3.28* 
Score -1.61* 
Player -0.81* 
Timer -0.73 
Quarter 0.51 
Players’ Stat -1.31*** 

Table 2: Coefcients from regression models in Section 4 indicating how occlusion-measurement of various information re-
gions contribute to DHH viewers’ perceived captioned video quality. Signifcance codes: i f p < 0.001” ∗∗∗ ”, i f p < 0.01” ∗∗”, i f p < 
0.05” ∗ ”. 
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